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I would like to start this editorial by expressing my gratitude tstereo-PIV and has applied his expertise to study the flow in the
three Associate Editors who have recently completed their thremsal cavity. We are excited about the diverse experience of the
year terms. Professor Peter Bradshaw has provided his unparew additions to our team and are certain that they will contribute
leled experience and expertise in all aspects of turbulent flovts, the quality of JFE.
particularly in turbulence modeling. Professor David Williams has In the March issue, we traditionally recognize the contributions
been our expert in boundary layers, wakes, flow structures afthe many referees who have donated their time and expertise to
separated flows and wakes as well as flow control. Dr. Frederic the Journal by providing reviews of submitted manuscripts. Their
Wasden has provided a unique perspective that combines indiughtful assistance to the authors and editors alike has served to
trial experience in the chemical engineering industry and a baakaintain the excellence of our publication.
ground in multiphase flows, interfaces, liquid films and related This issue contains 21 articles dealing with a variety of sub-
nonlinear dynamics. The valuable service of the Associate Editgests. Five papers focus on turbulence modeling and simulations.
is critical for the success and reputation of a journal. Besides t@haouat uses Reynolds stress models to simulate channel flows
essential technical knowledge, the job requires a considerable wvith spanwise rotation and wall injection. Secundov et al. gener-
vestment of time, and the willingness to perform tasks which aedize the »-92 turbulence model for shear-free and stagnation
not always a pleasursuch as nagging referees to provide reviewgoint flows, and Durbin et al. introduce a formulation to apply the
in a timely manner, “harassing” authors to complete revisionsvo-layer k-e model to rough surfaces. Modeling of laminar-
and negotiating conflicting reviewsThis service and support areturbulent transition for high free-stream turbulence is the topic of
greatly appreciated. the paper by Steelant and Dick, and a brief by Tangemann and

Four new Associate Editors are joining us. Addressing the iGretler introduces an expression for the primary stress combined
creasing flux of papers involving numerical simulations, three ofith an algebraic stress model to compute the flow in a wall jet.
the new Associate Editors are experts in computational fluid dy- Two papers focus on flows driven by electrical/magnetic forces.
namics(CFD). Dr. Edward Graf is presently the head of the Comt.iu et al. study the stability of an electrically driven flow between
putational Development Group at Flowserve Pump Division. Heoncentric cylinders. Chamkha develops a two-phase fluid-
has almost thirty years of experience in studying a wide variety phrticle model for a laminar hydro-magnetic flow of a particulate
problems in aerodynamic, hydraulic and acoustic design as wellaspension with gravity.
in design of advanced turbomachines. Dr. Graf is also a recipientMultiphase flows are the subject of four additional papers. An
of a Distinguished Inventor Award from his company and hasxperimental study modeling 2-D leakage jet cavitation as a sim-
authored papers in turbomachinery, CFD and cavitation. plified model for tip-leakage flows is presented by Watanabe et al.

Dr. Ismail Celik is presently a professor of Mechanical antiVaniewski et al. measure experimentally the entrainment of air
Aerospace Engineering in West Virginia University. His field oby bow waves, Flynn et al. perform simulations of human expo-
expertise is in CFD including heat transfer, multiphase flow, consure to aerosols, and Fossa examines the structure of air-water
bustion, numerical uncertainty, turbulence modeling and applicews in horizontal pipes.
tion of variety of commercial CFD codes. He has a substantial Four papers deal with flows in complex geometries. Dong et al.
record of publications and has been active in the Fluid Enginegerform measurements within a pump passage in an automotive
ing Division of ASME, including organization of conferences andorque converter, and a piezoelectric valve-less pump is modeled
chairing the Coordinating Group on CFD. Dr. Celik has also beday Ullmann. The flow, forces and pressure around gurney flaps,
Fulbright Senior Lecturer and has considerable experience in cditted to a double-element wing, are studied by Jeffrey et al., and
sulting. laminar flow in a channel with longitudinal tubes is studied theo-

Dr. Jeffrey Marshall is an Associate Professor of Mechanicagtically in a technical brief by Wang. Experimental studies in-
Engineering at the University of lowa. He specializes in vortexolving simpler geometries are the subject of three additional pa-
dynamics, fluid-structure interactions, vortex turbulence and twpers. The forces and pressure on a diffuser in ground effects are
phase turbulent flows. He has made substantial contribution to stedied by Senior and Zhang. Near wall measurements of a tur-
development and application of Lagrangian computational methulent impinging slot jet are described by Zhe and Modi, and
ods and has published extensively in his field of expertise. experiments within a plane turbulent surface jet in shallow tailwa-

The fourth new Associate Editor, Dr. Ajay Prasad, will enhanceer are reported by Ead and Rajaratnam.
our ability to review papers involving state of the art experimental Compressible flows and compressibility effects are the subject
techniques and their application to flows in complex geometriesf three papers. Johansen et al. introduce a data reduction algo-
Dr. Prasad is an Associate Professor in the Department of Mé&hm for multi-hole pressure probes in compressible subsonic
chanical Engineering at the University of Delaware. He is prdlow fields. Chung reports on experiments focusing on the inter-
dominantly an experimentalist with substantial experience in daetion of an impinging shock wave and an expansion fan at a
velopment and application of Particle Image Velocimdf®V). Mach number of 1.28, and Ben-Dor et al. study numerically the
Among other projects, he has contributed to development wflection of shock waves from wedges in dust-gas suspensions.

J. Katz
Editor
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Simulations of Channel Flows
With Effects of Spanwise Rotation
or Wall Injection Using a

suno chaocat | REYNOIAS Stress Model

Senior Scientist,

ONERA, Computational Fluid Dynamics Simulations of channel flows with effects of spanwise rotation and wall injection are
and Aeroacoustics Department, performed using a Reynolds stress model. In this work, the turbulent model is extended for
Chatillon 92322, France compressible flows and modified for rotation and permeable walls with fluid injection.

Comparisons with direct numerical simulations or experimental data are discussed in
detail for each simulation. For rotating channel flows, the second-order turbulence model
yields an asymmetric mean velocity profile as well as turbulent stresses quite close to
DNS data. Effects of spanwise rotation near the cyclonic and anticyclonic walls are well
observed. For the channel flow with fluid injection through a porous wall, different flow
developments from laminar to turbulent regime are reproduced. The Reynolds stress
model predicts the mean velocity profiles, the transition process and the turbulent stresses
in good agreement with the experimental data. Effects of turbulence in the injected fluid
are also investigated.[DOI: 10.1115/1.1343109

Introduction mulation, the pressure-strain correlation term forms a pivotal role
For engineering applications, calculations of turbulent flows ab incorporating history and nonlocal effects of the flow. This
9 g appli > {&m has been modeled by assuming homogeneous flows that are
generally performed with a first-order closure turbulence modﬁ

based : ¢ " i H tandard t ar equilibrium[5] and recent developments in this direction
ased on (\;\lol ra.nspohr equations. h ower:/er., rs]an gr WPave been madgg]. For calculations of complex wall-bounded
equation models using the Boussinesq hypothesis have been infgs jent flows, a wall reflection term has been incorporated in the

pable of accurately predicting flows where the normal Reynoldg,qe| for reproducing the logarithmic region of the turbulent

stresses play an important role, e.g., in flows \_Ni_th strong effects l%undary layef7]. In the usual approach, the modeled wall re-

streamline curvature, system rotation, wall injection or adver§gction term requires a variety aid hocwall damping functions

pressure gradient. In turbomachinery, the system rotation affegifich depend on the distance normal to the wal9]. Durbin

bOth mean m0t|0n, turbulence IntenSIty and turbulence Structu[go] has recenﬂy proposed an a|terna’[ive route Of a relaxation

For instance, due to the Coriolis force, a channel flow SUbjeCtedégproach in which an e|||pt|c equation is introduced and inter-

a spanwise rotation becomes asymmetric with a turbulence acjfeted as an approximation of the wall effects. For simulating

ity which is much reduced to the cyclonic side compared with theomplex flows, it appears that Reynolds stress models, which take

anticyclonic side, as observed experimentally by Johnson Et]al. into account these recent developments, are a good compromise

and also reproduced by direct numerical simulations by Kristobetween large eddy simulations, that require very large computing

fersen and Andersof2] and more recently by Lamballais et al.time, and first-order closure models, which are not able to predict

[3]. This kind of rotating flow is important for the turbomachineryflows accurately.

industry. Indeed, in order to improve the performance of jet air- In this work, the model developed by Launder and Shid

crafts, it is necessary to obtain an accurate description of the fliwts been selected because it has predicted flows fairly despite that

structure in the different parts of the engine. In solid rocket prats formulation is simpler than those of other modglg]. It con-

pulsion [4], the mass transfer which results from the propellartains only a few empirical terms and thus is a good candidate to

combustion modifies the shear stress distribution across the floandle a large variety of flows. This model is extended for com-

in comparison with the shear stress of wall-bounded flow. Thwessible flows, adapted for rotation and for permeable walls with

internal flow in solid rocket motor, which is produced by mas8§uid injection. Comparison with data of direct numerical simula-

injection, plays an important role in ballistics prediction. Modeltions for nonrotating13] and rotatind 3] channel flows, and with

ing such flows is a difficult task because different regimes fro@xperimental data for channel flows with wall injectifit¥] are

laminar to turbulent can be observed in these motor chambers dligcussed in details. In addition, the Lumley representation of the

to the transition behavior of the mean axial velocity. second and third invariant of the Reynolds stress anisotropy tensor
The turbulence model used for the closure of the Reynoldsconsidered for analyzing the solutions trajectories.

averaged Navier-Stokes equations must be able to predict accu-

rately such complex flows. In this aim, Reynolds stress models

have been proposed in the past decade. Contrary to first-or%er . .

turbulence models, the Coriolis terms associated with system fgOVerning Equations

tation are included in the second-moment closures. Exact producTurbulent flow of a viscous fluid is considered. As in the usual

tion terms appear as sourc@s sink9 in the transport equations treatments of turbulence, the flow variaklés decomposed into

for the individual Reynolds stress components. In the RSM foensemble Reynolds mean and fluctuating parg@a}r & Inthe

present case, the Favre-averaged is used for compressible fluid so

Contributed by the Fluids Engineering Division for publication in tesBNAL  that the variable can be written af:%+ &" with the particular

OF FLUIDS ENGINEERING. Manuscript received by the Fluids Engineering Division L2y i . .
January 17, 2000; revised manuscript received November 16, 2000. Associate EdPJerertleSg =0 andp&”=0 wherep is the mass density. These

P. Bradshaw. relations imply thatZ=p&/p. The Reynolds average of the
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Navier-Stokes equations produces in Favre variables the follow-
ing forms of the mass, momentum, and energy equations in a
rotation frame of referenc®:

JR— 4 -
;= —cypeaj;+ 3 CopkS;

+ Czﬁk(aikgjk+ ajkgk_ %amn§mn5u)

i

(?p

e (BL"JJ-):O 1) + Copk(@y Wi+ 8 W) ©)
X.
i
wherek is the turbulent kinetic energw;; = (7;; — %k&ij)/k is the
d J o3, anisotropic tensor$; is the mean rate of strain defined as:
)+ () = = L 2ep0m, (@) Plc tensors,
j X] s 1 ( au; &UJ) (10)
—(PE) (pEU ) 2\ax o ax
5 5 _ e is the dissipation rate anth andc, are functions dependent on
_ 9 T T s Y the second and third invariants,= a;;a;; , A3=a;jajka; . Then,
X (%) + ax; Tigti ™ 5 PUUT | 58 (3) Eq. (9) is rewritten with respect to the Reynolds stregsand the

mean velocity gradieniu; /dx; in order to obtain a more compact

whereu;, E, 3, oy, G;, €jc are, respectively, the. velocity form for the slow and rapid contrrbutronsbI , CI)2 of the
vector, the total energy, the total stress tensor, the viscous stress | 45 h asbh. <I>1J <p2 E
tensor, the total heat flux vector, and the permutation tensGfeSSUre-strain correlatiofi5] such asb;; + Xpres-
sions of these quantities are the following:
The mean stress tensdy; is composed by the mean modified
ressure which includes the centrifugal force potential —
p . E p (I)ﬁ = —C1peq; (11)
P*=p-3p|Q2xx|? the mean viscous stress; , and the turbu-
lent strespr;; as foIIows: 1 1
! o ®f = —cy( Py + 7 PF— 3 Pucdiy) 12)
= DS 4o — DT
%ij P™ 0 iy~ pij “) wherePj; is the production by the mean flow:
In this expression, the tensef; takes the usual form:
au;,  du\ 2_ du, P e gy 13)
_ u; u u =T PTike—— PTik—
Uij:d_l ouil kai' ®) ij p 'kﬂXk p JkﬁXk
ax; X 34 Xy
R ; -
and the Favre-averaged Reynolds stress tensor is: andPjj is the production generated by the rotation:
7y =uiuy (6) P =—2pQ( €jpkTii T €ipiTk)) (14)

where the quantity. is the molecular viscosity. The mean heapye to these considerations, the modeled transport equation of the
flux g is composed by the laminar and turbulent flux contribuReynolds stress tensor takes the form as follows:

tions:
Aoy
Ko TP

J 2
G= @) ﬁt(PTu)'i' (pT”Uk) PIJ+P 3p55ij+q)ﬁ

+ D5+ DY+ iy (15)

whereT, h, and « are the temperature, the specific enthalpy, and
the thermal conductivity, respectively. Closure of the mean ﬂoWhere'

equations is necessary for the turbulent stgagu?’, the molecu-

lar diffusion o7;u{, the turbulent transport of the turbulent kinetic wPE€ 3 3
O’ (I)W_Cl TNk 8 = 5 TNk — 5 7NN | fy
energypuyuguy, and the turbulent heat fluxh”u; ! k 2 2
w 2 3 2 3 2
+co| Pignen i — E(Diknknj_ E(I)jknkni fw (16)

Turbulence Model

The Favre-averaged correlation tensgr=u;'u] is computed J--k=i(ﬁﬁ7” +CFE - ITij 17)
by means of Reynolds stress model. In this study, the model of o\ Taxe T e T ax

Launder and Shim4l1] has been considered and extended to
compressible flows using the Favre-averaged. The turbuleHie terms on the right-hand side of E@5) are identified as
model has been also modified to simulate rotating flows. For thigioduction by the mean flow, dissipation rate, slow redistribution,
the Coriolis force has been incorporated in the Reynolds streépid redistribution, wall reflection, and diffusion. The wall reflec-
transport equation and the pressure-strain correlation has beent@ term has been introduced in the model in order to take into
veloped in a form-invariant under Galilean transformation. Thigccount the pressure fluctuations from a rigid wall. The functions
has consisted in replacing the mean vorticity tensgrof usual C1, Cs, cy, cj are empirically calibrated as:ic;=1
—A,) is the flatness coefficient parameter @Rg=k?/ ve is the

form, +2. 58L\A1’4(1 exp(—(0.006R)?)), c,=0.75A2 c¥
) ~2¢,+1.67, cy=

turbulent Reynolds number. In expressids), f,,=0.4k%? ex,, is

which appears in the modeled pressure-strain term, by the abadunction dependent of the normal distance 0 the waﬂndn is

1
2

au;
IXj

(9Uj
X

(8)

a)ij

max(3<:2 1/6,0)c, where A=1-9/8(A,
lute mean vorticity tensor defined W§; = wj; + €y;i{l,, whereQ)

the normal to the wall. The coefficient takes the value of 0.22.

is the angular velocity vector. So that the pressure-strain teffhe dissipation rate of expressior{15) is computed by means of

takes the following form:

Journal of Fluids Engineering

the following transport equation which takes the form as:
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sz

Fig. 1 Schematic of fully-developed turbulent channel flow in a rotating frame

g 9 9 [__de kg€ Reynolds stress component vanishes, its time derivative must be
a(pe)-ﬁ- W(Bﬁje)z x ( v +Cc.p— TJ'ax positive. This ensures that negative energy component cannot oc-
J J ) cur when this constraint is satisfied. Although the basis of the
U e principal axes of the Reynolds stress tensor is rotating in time,
—(Catint+ 1/12)p Tij=o -~ Ce2P~ Speziale et al[18] have shown that the first derivative constraint
k Y ox; k > L
takes the same formulation in the principal axes. So that the mod-
(18) eled transport equatiofil5) of the turbulent stress component
with ¢.,=1.45,c.,=1.9,c.=0.18 where T(aa) CAN be written as:
_ ak|?
6—6—21/( ﬁxn) (29)
] ) ) ] 20 1
The functiony, in Eq. (18) is defined as:
1=1.5A i— 1 (20)
1 . 2;6 15 +
and has the effect of reducing the turbulence length scale. Relative
to the model of Shim&16], the functiony; has been modified to S0l

simulate flows with fluid injection through a porous wall. The =
reason is that this function can reach too large values, in compari:
son with the standard valug,, when flows are far from equilib-
rium. Due to these considerations, the functigh has been 5
bounded|#,|<0.12%,. This has the effects to prevent too early
laminarization of flows. On the other hand, the functigpy has
been reduced to zero because of its empirical character whict ‘ ‘ ‘
alters the rationale formulation of the dissipation rate equation. 1 10 100
Regarding the molecular diffusion and the turbulent transport ‘2 X+
terms, a gradient hypothesis has been considered:

ak
IXj

"o

I
iU — 2pukuku— (21)

k
,U«+C3P Tik | 5y

For the heat transfer, the turbulent flux is computed by means of
the k and e variables:

-
Gk G T

hu'=—
: € Pr (9Xi
t

(22)

- 1
wherec, and P, are the specific heat at constant pressure and the

turbulent Prandtl number, respectively. The coefficiepttakes
the standard value 0.09.

Realizability Conditions for the RSM Model. The Rey- 0 ! ! : !
nolds stress tensar; computed by the modeled transport equa- 90 02 04 06 08 1.0
tion (15 must satisfy the realizability conditions which imply  (0) *,/8
non-negative values of the three principal invaridrig| I; that
appear in the characteristic polynomiBI(A)=A3—1,\2+1,\
— 13 of the matrix formed by the componentg . It is easier to
examine the question of realizability in a coordinate system —
aligned with the principal axes of the Reynolds stress tensor. Fgiordinates; Symbols: DNS data; lines: RSM;  (uiut) " u,: A,
practical reasons, it is also more convenient to analyze the wesid-line; (ugugR =395)Y%y,: <, dashed-line; (uju3)¥¥u,:
form of realizability [17] which requires that when a principal >, dotted-line.

Fig. 2 (@) Mean velocity profile u,/u, in logarithmic coordi-
nates; A: DNS; solid-line: RSM. (b) Root-mean square velocity
ﬂuctuatlons normalized by the wall shear velocity in global

4 | Vol. 123, MARCH 2001 Transactions of the ASME
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Fig. 3 (a), (b) Mean velocity profile uy/u, in global coordinates;

A: DNS; solid-ling:\RJSM. (¢), (d) Root-mean square velocity
fluctuations normalized by the bulk velocity; Symbols: DNS data; lines: RSM;
dashed-line; (uzuj :

wiuD¥yu,, . A, solid-line; (usuy)¥4u,,: <,
3)]leum. >, dotted-line. (e), (f) Turbulent Reynolds shear stress normalized by the bulk velocity in global
coordinates uju’

/ufn; A: DNS; solid-line: RSM. (a, (¢), (e): R,=162, R,=18; (b), (d), (H: R,=162, R,=6.

—dT(aa) R 27 76’ 2 \ Paa
dt et Plaey ™ 3PE~Copyp Tlaa) ™ gk’ 0121*02ﬁ

(24)
Due to the expressions of the coefficienisandc,, Eq. (24) is
(23) verified when the production terrR,, of the turbulent kinetic

2 (a)” 3 ) o ,
energy is positive. This corresponds to the usual case of flow
where the Einstein summation convention is suspended for indiqasysics and therefore ensures the satisfaction of the weak realiz-

: 1. 1
—Cz P(ara)—"_ip 7Paa

which lies within parentheses. The diffusion term as well as thability constraint.
reflection term are not considered. When the component stress

T(wa) VaNishes, it can be shown that the production teRys, Nonrotating Channel Flow
and P(Rw) are zero so that the weak realizability conditions Numerical simulation of fully developed turbulent channel flow
implies:

is compared with data of direct numerical simulat{d3] for the
Journal of Fluids Engineering
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Fig. 4 Variation with the rotation number Ro=Qédlu,, of the i
normalized cyclonic and anticyclonic friction velocities. Solid- 20 1
line, <, >>: DNS results from Kristoffersen et al.  [2]; dotted-line,
A, V: DNS results from Lamballais et al.  [3]; dashed-line, [, ¢: A,
present RSM results.
1.0 - 1
Reynolds numbeR_=u_6/2v=395, based on the averaged fric-
tion velocity u, and the channel width%/2 (see Fig. 1 withQ)
=0). Other useful definitions of the Reynolds number include 0.0 ‘
those based on the mean centerline veloBity=-u.8/v and the 1.0 0.0 1.0 2.0
bulk velocity R, = U,/ v. In the present case, RSM results can be (b) A,

compared with DNS data computed for incompressible flow be-

cause the Mach number takes a low value. The closure equatkig 5 Solution trajectories in fully developed rotating channel

(22) hasn'’t influenced the numerical results due to the fact that tflew projected onto the second-invariant  /third-invariant plane
temperature is almost uniform. Figuréa® describes the dimen- (& DNS; (b) RSM.

sionless velocity profil@r, /u, in wall coordinates; =x,u, /v in

order to illustrate the logarithmic region. The velocity follows .

very well the DNS data but the logarithmic profile is not comRotating Channel Flows

pletely resolved in the center of the channel. The ratio of the Numerical simulations of rotating channel flows are performed
centerline velocity to the bulk velocity takes the value 1.13, quit®r the Reynolds numbeR,= 162, based on the friction velocity

clcl>s<_e to I?N? refult, 1.1_%0Ilzl>éi:ellent_ag:eemsnt_ wfjh Dr:eansI CQ- which is defined asi.= \/m whereu_, andu_, are,
relation ofule /Um,= 1'28-‘).'“. =1l15isalsoo ta|,ne - The va uerespectively, the friction velocities on the cyclonic and anticy-
of th_e skin friction C,%%fsf'c'em computed by Dean's suggested Coff,njc \yajis. The Reynolds number based on the bulk velocity
relationcy=0.073R,~"=6.80 agrees well the DNS result, 6.705yes the valu®,,,=5000. For this application, different values of
Figure 2b) shows the axial, normal, and spanwise turbulence i Rossby numbeR,=3u,,/5Q are consideredR,=18 and
tensities normalized by the wall-shear velocity!(/)*%u, (i R,=6, respectively. These values correspond to moderate and
=1,2,3), versus the global coordinated 6. The Reynolds stress high rotation regimes. The vector rotation considered is along the
model provides good agreement with the DNS data. In particulapanwise directions as indicated in Fig. 1. Figuresd,(b) show

the peak of the streamwise turbulence intensity in the wall regidhe mean dimensionless velocity profiles normalized by the bulk
is well captured. velocity u; /u,, versus the global coordinates for both rotationre-

)

X3

A

Uy

R RN e I R

Fig. 6 Schematic of channel flow with fluid injection
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Fig. 7 (a) Streamlines and mean flow velocity field; 0,=0.2. (b) Mach number contours; A=0.01;
0,=0.2. (¢), (d) Contours of turbulent Reynolds number R.=Kk?*ve, A=110; (¢): 0,=0.2; O0<R,
<4000. (d): os=0.5; 0<R;<4200.

gimes. These figures illustrate the asymmetric character of treation destabilizes the flojd9]. Figures &c),(d) show the evo-
flow because of the rotation effects. For both rotation regimes, anions of the axial, normal, and spanwise turbulence intensities
excellent agreement between the RSM simulations and DNS data P

H H U 1/2 -
of Lamballais et al[3] is observed. For these rotating flows, it isnormallzed by the bulk velocityu'uj)™“/uy, (i=1,2,3) versus

of interest to note that the mean comporenbf the velocity is the global coordinates, /§ for both rotation regimes. The model
only affected by the Coriolis term through the turbulent shedredicts Reynolds turbulent stresses in excellent agreement with
stress 7y, which appears in the momentum equatit®). For DNS data[S_] for the moderate rotation reginf&,=18. For the

k— e model with a Boussinesq hypothesis, it is a simple matter tigher rotationRy,=6, a very good agreement is also observed
show that the mean velocity profile remains perfectly symmetritith the DNS data although the turbulence intensity is slightly
For both simulations performed &,=18 andR,=6, one can overpredicted in the cyclonic wall region. The distribution of the
notice that the mean velocity profile exhibits a linear region dirbulence fluctuations differs appreciably in the nonrotating and
constant shear stress. The computation indicates that the slopeotditing cases. When the rotation rate is increased, the turbulence
the mean velocity gradieniu,/dx, is approximately equal to activity is more reduced for the cyclonic wall than for the anticy-
2()3, and corresponds to a nearly-zero mean spanwise absolcitenic wall. This suggests that the turbulence on the cyclonic side
vorticity vector, i.e.,Ws=w3+203~0 where w;= ¢ du,/dx; may originate from interaction with turbulent anticyclonic side.
represents the vorticity vector, as already noticed experimentaldyie to the rotation, the flow anisotropy is modified. Near the
by Johnston et a[1]. By considering the Richardson number deanticyclonic side, the intensity of the streamwise velocity fluctua-

fined as: tions (uju})*?u,, decreases with the rotation rate whereas the
—03(S1— Q3) intensities of the normal and spanwise velocity fluctuations
Ri= <, (25) (uup) ¥ uy,, (usum) ¥?uy, are increased. On the other hand, it

. . . ) . i can be observed a monotonic decrease of the root-mean square
it can be mentioned that this particular portion of the profile rep- loci - 12 i—123 h loni
resents a region of neutral stabiliB;~0. On the cyclonic side, VelOCity componentsiui) */uy, (i=1,2,3) near the cyclonic

the flow is stabilized since the Richardson numBeis positive Cchannel side. Figures(@, (f) show the Reynolds shear stress

”".n

whereas negative values on the anticyclonic wall imply that theormalized by the bulk velocityluzluﬁ1 in global coordinates for
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3000 face, and with the heighé of the planar channel. In the first
regime, the velocity field is developed in accordance with the
laminar theory. The second flow regime is characterized by the
development of turbulence and is affected by the transition pro-
2000 - o i cess of the mean axial velocity when a critical turbulence thresh-
= old is attained. Simulations of channel flows with wall injection
R o using a first-order closure model have provided different predic-
tions of the transition process and overpredicted turbulence levels
by about 300 percent and 200 percent in the post-transition of the
1000 1 flow [20—22. Simulations using a second-order closure model
/ with an algebraic relation for the turbulence macro-length scale
/ were performed by Beddiri23]. Experimental data of Yamada
et al.[24] were overpredicted by about 200 percent but a reason-
0 l ‘ able agreement with the data of Dunlap et[@5] was obtained
0.00 0.20 0.40 0.60 by generating pseudo-turbulence at the porous surface. These pre-
(a) X, (m) vious numerical results show that channel flows with wall injec-
tion present physics phenomena that are difficult to reproduce by
simulations. A recent specific experimental setup has been real-
ized at ONERA for investigating the characteristics of injection
driven flows. The planar experimental facility is composed of a
parallelepipedic channel bounded by a lower porous plate. Values
, of the duct length and the channel height are, respectidely,
=58.1cm andé=1.03cm. Cold air at 303 K is injected with a
uniform mass flow rate m2.619 kg/nis through a porous mate-
rial of porosities, 8um or 18 um. The injection velocities are
fixed by the local pressure in the channel. In accordance with the
operating conditions of the experimental setup, the pressure at the
head-end of the channel i, = 1.5 bar wheras the exit pressure is
pe=1.374 bar. Due to the mass conservation equation, the flow
Reynolds numbeR,,= p,U,d/x based on the bulk density,,
and the bulk velocityu,, varies linearly versus the axial distance
0.60 of the channel so that it can be computed Ryg=mx; /u. It
ranges from zero to the approximate value BY*. The injection

) ) o o ) Reynolds number is close to 1600. Experiments have been carried
Fig. 8 Axial variations of turbulent coefficients for different out by Avalon[14].

values of the injection parameter o . (a) Reynolds number R

200

0
0.00

{b)

- . ; X Different boundary conditions are applied in the computational
(b) coefficient a. Dot-dashed-line: o4=0.1; dotted-line: o - - . . _
=0.2. dashed-line: &,=0.3; long-dashed-line: ,=0.4; solid- domain. For the impermeable walls, no slip on velocity and con
line: .=0.5 stant temperature are required. Zero turbulent kinetic energy and
: 0s=05.

the wall dissipation rate value,=2v(JKk/dx,)? are specified.

For the permeable wall, the inflow boundary condition requires a
both Rossby numbers. The asymmetric character of the flowGgnstant mass flow rate at the same temperature. Experimental
well illustrated. Figure 4 describes the evolution of the normalizdgvestigations[14,2€| of injected air from porous plate indicate
friction velocities on the cyclonic and anticyclonic walls/u, that some stationary velocity fluctuations appear in the flow
versus the number rotatidRy, = Q 8/u,,=3/R,. The quantityu, and that the disturbance amplitude increases with increasing in-
is the friction velocity in the absence of rotation. The presedﬁCt'On velocity. Due to this situation, the turbulenpe_ fluctuatlon§
results produced by the Reynolds stress model appear to be g@ftéhe porous surface can be related to the mean injected velocity
close to DNS data of Kristoffersen and Anders$dhbut slightly by means of a coefficient defined a§=(u§u§/u§)1’2 to be
overpredicted near the anticyclonic wall in comparison with daigsrametrically investigated. Other correlations suchfjgg_[ or
of Lamballais et al[8] Figure 5 shows the solution trajectories— ) o~
projected onto the plane formed by the second invariant and thiduz are smaller than the normal velocity fluctuatiarisi; of the
invariant for the DNS simulation and RSM prediction. The soluinjected flow. In this work, several simulations are performed for
tion trajectories are computed along a straight line normal to tigvestigating the influence of turbulence in injected fluig,
walls in a cross section of the channel. It can be seen that thd.1, 0.2, 0.3, 0.4, and 0.5. For injection of low turbulence in-
trajectories produced by the model remain inside the curvilinet@nsity, the reasonable wall dissipatieg is also imposed at the
triangle which is the realizable region, and agree well with thorous surface. Another point to emphasize concerns the pressure
DNS trajectories. Due to rotation, the trajectories are not symméictuations. Considering that the permeable wall does not reflect
ric when moving from the anticyclonic wall toward the cyclonicthe pressure fluctuations, the terhf] of Eq. (15) is reduced to

wall. zero in the normal direction to the permeable wall. The slow and
. . rapid pressure-strain correlation ternﬁéj and CIJiZj of Egs.(11)
Channel Flows With Wall Injection and(12) have not been modified. The reason is that the functions

The objective is to investigate the flow in a channel with apt: andc, in that modeled terms are dependent of the flow turbu-
preciable fluid injection through a permeable wall as indicated Ignt variables, such as the anisotropy teragror the Reynolds
Fig. 6. The wall injection is encountered in the combustion iflumberR;, and are automatically modified by the nature of the
duced flowfields in solid propellant rocket motofSRM). It is flow. No more modifications are necessary because the local ef-
known that the flow in a channel with wall injection evolves sigfects of flowfield anisotropy near wall are incorporated in the
nificantly with respect to the distance from the front wall. Differmodeled ternf11] ®;; — %He&ij .
ent regimes of flow are observed depending on the injection Rey-Figure 7a) shows the streamlines and the mean velocities of
nolds numberRs=psusd/w, defined with the injection density the flowfield. Strong effects of the streamlines curvature are ob-
ps, the velocityug, the dynamics viscosity, at the porous sur- served near the porous wall due to the fluid injection. The veloci-
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Fig. 9 (a) Mean dimensionless velocity profiles. (b) Root-mean square velocity fluctuations normalized by the bulk velocity

wiuDu,, . (0) (uyus)Yu,, . (d) ujuylu?,. os=0.2. Symbols: experimental data; lines: RSM.  x;=22 cm: <, dotted-line; 40 cm: +,
dashed-line; 57 cm: O, solid-line.

ties increase rapidly in the boundary layer generated by the rididw. It can be noticed that the low initial turbulence injection for
wall. Figure 7b) illustrates the Mach number contours of thers=0.1 is too small to trigger the transition regime. It appears that
channel flow. High resolution of the steady-state computationgde flow turbulence intensity remains insensitive to the injected
flowfield can be observed through the regular behavior of tharbulence level when such level is large. Figufa)Shows the
contour lines. The Mach number ranges from zero in the head-edichensionless mean velocity profiles normalized by the bulk ve-
of the channel to approximately 0.33 in the exit section. locity Uy /uy, in global coordinates, /8 for o4=0.2. The general
Several simulations have been performed to investigate the 8hapes of the profiles present a good agreement with experimental
fluence of the turbulence injection. As could be expected, tliata. The flatness of the curves is attributed to the turbulent effects
turbulence transition is affected by the pseudoturbulence injectetiich increase when moving to the exit section of the channel.
through the porous wall. Figurescy, (d) show the contours of the Figures 9b), (c), (d) show the evolutions of the streamwise, nor-
turbulent Reynolds numbeR,=k?/ ve for different values of the mal, and cross turbulent velocity fluctuations normalized by the
injection parameter. The turbulence is first developed in the irbulk velocity, (Uju})¥%up,,(usuy)*uy,,(ujus)/u?, for o
permeable wall region and after in the permeable wall region.( 2 in different sections of the channel locateatat 22 cm, 40
Increase of pseudo-turbulence intensity can anticipate the fl@my and 57 cm. In a general way, it can be observed that the levels
transition near the permeable wall but has no effect on the flow §1 the Reynolds stresses of the flow are fairly reproduced by the
the impermeable wall region. Figuréz shows the evolution of RSM model although that minor discrepancy with the experimen-
the Reynolds numbeR,=u.6/2v based on the averaged frictionta| data appears for the last section. The disagreement near the
velocity u. versus the longitudinal distance of the channel. Thgnpermeable side must be attributed to the experimental data

average friction velocity is defined %Z‘/%(Ufw* uZ.) where Which are altered by the hot wire probe which is introduced
u.,, andu_, are the friction velocities computed on the impermethrough the impermeable wall. Figures(a(b) show the normal
able and permeable walls, respectively. The rapid rise of the Resglocity fluctuations @4uy)*?u,, in different cross sections for
nolds number, which occurs in the first part of the channel at OtBe RSM and thek— e model of Myong and Kasadi27]. The

m, corresponds to the flow transition near the impermeable wal-e model overpredicts the turbulent stresses by about 300
region. Figure &) shows the evolutions of the integral turbulenpercent.

coefficient
c, k2 Conclusion

YT us OTdX2 (26) Numerical flow field simulations for the nonrotating fully de-
veloped channel flow, the rotating channel flows and the channel
for different values of the injection parameteg. The rise of the flows with wall injection have been performed using a Reynolds
coefficient « figure out the transition locations of the turbulenstress model. Comprehensive comparisons with DNS data or ex-
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masonnes | TUFDUIENCE Model for Shear-Free
w.xn.srelers | and Stagnation Point Flows

Professor
. The one-equation, eddy-viscosity transport model of Gulyaev, Kozlov, and Secundov,
A. K. Tra_vm 1-92, is modified and supplemented by an equation for the turbulence length scale. The
Research Scientist advantages of the model developed here are demonstrated by computing a shear-free
o ) . “boundary layer” on a flat plate, and the flow and heat transfer near the forward
Federal Scientific Center “Applied Chemistry,” stagnation line of a circular cylinder. Both cases are known to be challenging for con-
14 Dobrolyubov Ave., ventional turbulence models[DOI: 10.1115/1.1341196
197198, St. Petersburg, Russia
Introduction experiment$9,10] show that, along with a viscous boundary layer

Although the relatively simple turbulence models based on tidth @ thickness proportional to URE another, much thicker,
scalar eddy-viscosity concept are far from perfect, they are sfipundary layer exists near the stagnation line. All the turbulence
capable of predicting a rather wide range of aerodynamic afantities experience s_lgnlflcant variations across this layer whose
industrial shear flows. A distinguishing physical feature of suctickness,A, is proportional to the length scale of the external
flows is that their turbulent length scale is proportional to thirbulence:A~L,. So, just as for the shear-free boundary layer,
characteristic size of a shear layer. However, in many flows &f does not depend upon the external turbulence intensity. This
practical interest, most of all in internal flows, the level of turbuvery important feature cannot be captured by relatively simple
lence is significant everywhere, not only in the regions of highne- and two-equation turbulence models. The failure is caused by
mean velocity gradientéshear layens Two typical examples of the dominant role of the convective terms in the models’ transport
such flows are the so-called shear-free boundary layer, and #wations which makes the “secondary” boundary layer drasti-
flow in the vicinity of the forward stagnation point/line of bluff cally thinner than in experiments. One of the negative conse-
bodies. In both cases the length scale of the turbulence is ggknces of that deficiency is a significant overestirfiayea factor
solely by the external turbulence. Apparently, any model th@k 2 or even 3 of the heat flux at the stagnation point. Quite
claims to predict such flows should describe properly not only thenmijar effects are typical not only of the cylinder and other bluff
turbulence in shear layers but, also, the interaction of the hlgﬁgdie& but also of impinging jete.g.,[11]).

external turbulence with the solid walls. The two flows considered are the simplest examples of a wide

The shear.-free .boundary .Iayer, i.e., the boundary layer on Bass of turbulent flows where a length scale of external turbu-
flat plate moving with a velocity equal to that of the turbulent fre?ence plays a dominant role and, as demonstrated in the above

stream, has been studied in a number of wdsgez, for instance ) . . .
e%naly5|s, the conventional eddy-viscosity turbulence models be-

[1-4)). A specific feature of that flow determined in those studi ivalid. N hat the ad d R ds S Model
is that the shear-free boundary layer thicknessscales with the ¢0Me Invalid. Note that the advanced Reynolds Stress Models
length scale of the external turbulendey(t), and does not de- (RSM), usually considered as computationally expensive but

pend on its intensityat high Reynolds number, the second, vismuch more capable than the simple eddy-viscosity models, suffer
cous, length scale of this flowt #) Y2 is much less thah(t) and from th(_e same weakness. Although formally RSM include all the
so plays only a minor role The simplest, one-equation, turby-Production t(_arms_ for the whole Reynolds stress tensor, they use a
lence modelde.g., »,-92 model[5] and S-A mode[6]) cannot local approximation for those stresses as well as for the pressure
describe that behavior since they do not contain any informatigffain tensor. However, the pressure field can be described accu-
on the free-stream turbulence length scale. Two-equation modegely only on the basis of the integral of a Poisson equation, and
and, in particular, the most widely uskee model, do in principle in this sense RSM are inferior to the rapid distortion theory. In
provide such a possibility. However, they also fail to predict thaddition, a crucial element of any RSM is a transport equation for
character of the near-wall variation of turbulent quantities in theome turbulence quantitiw, e, etc) that provides a turbulence
shear-free boundary layer observed in the experiments and in ldegth scale and, therefore, the RSM automatically inherits some
DNS studies. As shown ifi7], the k- model, applied to shear- drawbacks of the corresponding transport equations. The authors
free boundary layers at high Reynolds numbers, predicts that bajfz aware of only one worKL2] reporting a successful resolution

k ande vary outside the viscous sublayer as the square root of thethe “large turbulence length scale” issue. However, the model
distance to the walld:k~d"? e~d"% As a result, the turbu- ysed in this work(the four-equation model of Durbifil3]) is

lence length scald, proportional to kg, varies |i|l<e d", much more complicated than one- and two-equation models.
whereas experiment and DNS suggest thatd®, e~d~* andL In the present work, we outline a generalization of the one-
~d?, equation eddy-viscosity transport turbulence maged2 [5] that

The flow near the forward stagnation line of a circular cylindefakes it applicable to flows where for some reason the turbulence
has also been studied theoretically and experimentally in a nupangth scale does not scale with the shear layer thickness. The
ber of works. Both the rapid distortion theory of HU] and generalization includes an additional equation for the turbulence
scale,L. Other than that, some minor alterations of the original

Contributed by the Fluids Engineering Division for publication in te&J8NAL  tarms of the eddy-viscosity transport equation are made, aimed at
OF FLUIDS ENGINEERING. Manuscript received by the Fluids Engineering Division. ’
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a new parametefb, that increases the role of the “elliptic” terms whereb, , b,, andb; are new empirical constanfsote that when
of the model and improves predictions of the stagnation poideriving (9) from (8) it is assumed thall;~ v,/d) in a turbulent
flow. boundary layer.

Considering the equilibrium relatiorf9), a modified eddy-

Modified »,-92 Transport-Equation for Eddy Viscosity viscosity transport equatiofi) can be written as follows

The 1,-92 model that is the parent of the model we are suggest7¥i/dt+Uidv /9% =[ Co(1+®) v+ v]d*v /ox + P}~ D},

ing in the present study is a one-equation model formulated di- (10)
rectly for the eddy viscosity, : where the difference between the production and dissipation
vl at+udvy 1 ax; = (1p) ol ax;[ p(Core+ v) dve 9% 1+ (1lp) terms,P}'~ D}, is given by
X (w19, - 9l 3% p[(Co—Cy)vi— v]} PY =D} =CoF o w1+ Aywy(w+ Br) (v + v) 233
+P,—D,. (1) + A (v V)T "N} + Can (v 9xF+Ny)
Here,u; are the Favre-averaged velocity componentss the +C1(1+ D)y N, /L/(1+0.4L2T /(v + v))
kinematic viscosity of the fluid, and the difference between the 2252
production and dissipation terms is defined as follows: —Can (U;)lax+abs(a(U;)/dx)]—CsviTi/a
P,—D,=CoF{n I 1+A 33+ Ay (ve+ v)[1]YN,} —{Ce(1+c®)»(Nyd+w,)+CoFwp}/d®  (11)

2 2 _ ) : As seen from a comparison @), (2) with (10), (11), the major
 Can( 07w/ X7+ No) = Cam Ui/ X, difference between the original and modified equations is associ-
+abgd(U;)/ax;)]— CsI'2/a?—[Cgry(N d+ 1y,) ated with the diffusion and destruction terms, and also with an

additional production ternfwith the coefficientC,). The latter
+C,Fyvw]/d? (2) term contains a new variable, turbulence length sdal@nd de-

Here, a is the speed of soundi is the closest distance to thescribes generation of the eddy viscosity due to its spatial nonuni-
solid wall modified to account for the effect of wall roughnesd®'Mity, characterized by the quantity,. A new parameter>
d=d,+0.1k,,d, , whered,, is the real wall-distancek, is the = K(L*/»)dL/dx;SydLIox, (whose meaning is explained in
effective height of the sand roughness, ands the eddy viscos- More detail in the next sectipiis essential only in the vicinity of
ity at the wall. At a smooth surface it is equal to zero and at the stagnation point and results in an increase of the “elliptic”

rough one is defined from the homogeneous boundary condititfms in both they, andL equations.
(9w, 19n),,=0. In addition, in the course of calibration of the new model some

The functionsF; andF, in (2) are defined as: of the empirical constants of the origina]—92 transport equa-
tion (1) have been somewhat changedset of new constants is
F,=(N.dy,+0.4Cgv)/(v;+Cgrv+u,,),

presented below, after formulation of the equation for turbulence
length scalel.). Also, in order to improve the model performance
— 2 2_ — > g .
Fo=(x"+1.3+0.2/(x"~1.3+1.0, x=»/(7v) as applied to a near-wall boundary layer with a streamwise pres-
Finally, relations for the quantitie§,, I',, N,, andN, are as sure gradient, the term of the model with the second derivative of
follows: the velocity, I',, is slightly modified (a parameters is

introduced.

®)

2= au; 1ax;(au; 19x;+ au; 19%;), T5=(a%u;1axg)(9°u; 19x]),
(4)  Role of Large Scales in Turbulence Transport

2_ RY 2_ N2
N1= (9w /%)%, Nz=(9N/9x;) The major peculiarity of the flow near a forward stagnation
The empirical constants of the model are: point, already mentioned in the Introduction, is a significant alter-
_ _ _ _ _ _ ation of the turbulence characteristics from those in the “free
A1=—05, A;=4.0, Co=0.8, C,=16, C,=0.1, C3_4‘0(’5) stream” far upstream of the body. Experimental studies.,
_ _ _ _ _ [10]), show that the turbulence length scale varies along the criti-
C4=0.35, Cs=3.5, Ce=2.9, C7=31.5, Cg=0.1. cal streamline in accordance with the following law:
For the shear-free boundary layer, DNS and experiment suggest L=L.F(d/L 12
the following functional relations between local values of the =LeF(d/Le). 12)
eddy viscosityr,, and turbulence length scale and their free-  This law does not involve the free-stream turbulence intensity,
stream valuesy(t) andLg(t): (u’/U)., which means that convection of turbulence in this flow
_ _ is negligible.
n=viel(d/Le), L=Lee(d/Le). (©) Another mechanism that could be responsible for the strong
Such relations can be satisfied, for instance, if the eddy viscqgopagation of the disturbances in the upstream direction observed
ity obeys the following equation: in the experiments is turbulent diffusion. However, in the vicinity
2 2 _ _ of the stagnation point, the ratio of the diffusion and convective
vid”vel %+ viN1 /L= wN, /d=0. (M) terms of the ktransport equation can be evaluated as
Similar to other semi-empirical turbulence models, Bg.con-  (ke)¥¥U(L./D), whereD is the curvature diameter at the stag-
tains, as an important element, an “equilibrium” relation that canation point. It is clear that this ratio is of the order of, or less
be obtained by neglecting the convective, production, and moledban, one, so diffusion of turbulence in the vicinity of the stagna-
lar diffusion terms in(1) and(2): tion point is also relatively weak, and the only remaining mecha-
5 2 2 _ nism that could explain the phenomenon mentioned above is a
Cond“wi/axi+CiN1—CeriN, /d=0. (®) fluctuating pressure signal, propagating in all directions instanta-
From a comparison of7) with (8), one can see that they haveneously(in the incompressible fluidor with the speed of sound
some common features and, consequer@ycan be presented in (in the compressible gasNote that exactly this mechanism plays
a form of the following, more general, “equilibrium” relation for @ major role in rapid distortion theof8], which achieves a fair

the eddy viscosity: agreement with experiments. However, such pressure signals exist
) ) in any turbulent flow, including the shear flows that can be pre-
b1 d“vi /X +byvNy /L —bavN; /d=0, (9) dicted quite accurately by a wide range of existing turbulent mod-
12 / Vol. 123, MARCH 2001 Transactions of the ASME
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els. So, the question arises why the same models fail to predict tteundary layer characteristics. Also, in the boundary layer the

flow near the forward stagnation point. This can be explained ade of convective turbulence transport is not significant while the

follows. “elliptic” term is of the same order as the production and dissi-
In typical shear flows the convection, diffusion, and “elliptic” pation and remains important evendifis small.

propagation of turbulence caused by the pressure signals are of

approximately the same order of magnitude. However, as mefransport Equation for the Turbulence Length Scale

tioned in the Introduction, the length scale of the turbuleih¢cén - . ) ] ]

all such flows (jets, wakes, boundary layers, etés relatively ~ 1he modified eddy-viscosity transport equatid) contains a

small: L is either significantly less than, or of the same order a8€W parameter, turbulence length scaleln order to define it we

the thickness of the shear lay@r, Therefore, turbulence propaga-Use anL-transport equation based on the well-known ideas out-

tion due to the pressure fluctuations, though it does take pla#Bed. in particular, in the work7]. This equation reads:

does not produce a crucial effect, since it changes the turbulen(g@/ﬂHuﬂL/&X:[k (14 @) v+ v]PLIXC+ Ky (1+ D) G, /L
only within small regions whose size is of order In simple : ' 0 ! P !

turbulence models those changes are accounted for indirectly and +Kov/L—=1/3LoU; 1x;— KL v I /(v + v)
rather crudely, or are not accounted for at all. For instance, in )
one-equation models such as the92 and S-A models, the ef- —ky(1+P)GpL/d". (14)

fects of the pressure signals are modeled by introducing a mini-yere G2= (5L/9x,)? andk,—k, are empirical constants.

mum wall distanced, into the destruction terms of the eddy- The first term in the right-hand side 6£4) is a diffusion term
viscosity transport equations. In this context it might be noted thahq the second and third terms describe an increase of turbulence
the desire to eliminatel (see, for instance, the studiE3,14) is  |ength scale caused by viscous effects. The fourth term accounts
based mostly on invariance restrictions or numerical considgp; the effect of compressibility(it is equal to zero in a
ations rather than on other physical reasons. divergence-free mean velocity figldFinally, the fifth and sixth

_ The flow near the forward stagnation point/line, as stated magyms describe a decrease of the length scale caused by mean-flow
times earlier, can have a much larger length scale of turbulenggn_yniformity and by the closeness to a solid wall. Note that the
than a shear flow. For instance, for the circular cylinder, the f,ref'érms of (14) associated with the “elliptic” equilibrium relation
stream turbulence length scale,, can be two orders of magni- (9) contain the factor (x ®).

tude larger than the thickness of the viscous near-wall boundaryrye empirical constants of the resulting two-equation model
layer in the vicinity of the stagnation liné:,>D/Re"2 In many (1), (14) were obtained on the basis of comparison with experi-
cases| can be even larger than the curvature diamBt@t the mental data on the standard boundary layer flows. Their tentative

stagnation point. The latter _circumstan(_:e is very ir_nportant singglues, which might be slightly changed after fine-tuning on a
exactly the value of that diameter defines the thickness of thgder range of experimental data, are:

dynamic boundary layer where the mean flow velocity is varying

from its free-stream value to zero. Precisely for this reason the A=-0.5 A;=4.0.

role of the pressure signals in the turbulence transport in such~ _ -~ - -~ _ -
flows becomes a dominant one and cannot be accounted for by thgo =08, €1=26, C,=0.1, C;=4.0, C,=0.35, Cs=35,
simple ways applicable for shear flows. Note that, depending on Cg=3.3, C;=26, Cg=0.2+(0.0353)?2,
theL./D ratio, the incoming turbulence can either increase due to

the “stretching” of its vortices, or decrease due to the “block- ~ 8=10, Cg=0.1, K=0.3, ky=0.1, k;=1.6, k= 1.0,
ing” effect [8]. Ka=0.1 K.=2.6

So the difference between “typical shear flows” and shear-free 3T AT e
or mixed flows can be considered as a crucial difference of theirThe boundary conditions for thg-L model(10), (14) are im-
length scales, resulting in a quite different role for the pressupmsed as follows. At the solid wall the eddy viscosity, and the
signals. A quantitative criterion of that difference might be th&urbulence length scalé, are set to zero. A free stream value of
ratioL./8 orL./D, depending on whethetor D defines the size v, can be computed from the given free-stream turbulence char-
of the boundary layer. However, these parameters are not loeateristics. For instance, if the turbulence intensitju
and, in addition, suffer some vagueness sibgecan experience =k¥3/U,, and length scalé, are known,», can be estimated as
some, though not significant, spatial variation. For this reason, if,~0.2U.TulL,.
the context of the role of the pressure signals, a more objective
criterion of the size of the turbulence length scale is the gradieﬁresults and Discussion
of the length scalejL/dx, .

In shear flows, the ratio of the Reynolds shear stress and thelhe vi-L model capabilities were first evaluated in the sample
turbulence kinetic energy{9U/ay)/k, is known to be roughly near-wall boundary layers, mixing layers, and plane and round
constant, about 0.3. In terms @f and L this is equivalent to jets. In all those cases it gave results rather close to those of the
(L20U/dy)/v,~10. Considering that in shear flows the gradierffiginal »-92 model. It should be noted, however, that for those
of L, dL/dx,, is very small(less than 0.4 it seems to be natural “canonical” flows the new model performs somewhat worse than
to suggest an invariant combination bf/»,, the mean strain the original modelthe capabilities of the latter are demonstrated

tensorS,, and the tensordlL/dx; ,dL/dx,) in the form of the in [5,15,16). For instance, for the plane mixing layer the new
criterion ® introduced above and defined as model predicts a noticeable although minor variation of the quan-

tity L(y/x)/X (X is the size of the computational domgine., the

D =K (L2 vy) LI 9% Sy L] 9%, (13) model does not provide a strictly self-similar solution. In addition,
with the new model the shape of the velocity profile slightly de-
K being an empirical constant of order unity. pends on the free-stream turbulence length scale. To reduce this

It should be noted thab reaches its maximum when the meareffect, the free-stream value &f being imposed as a boundary
strain tenso5, is aligned with the tensord/dx; ,dL/dx,). This condition to thel-transport equation should satisfy the constraint
is exactly what we have at a stagnation point, where the role bf>X. Thus, even though for typical shear flows the new model
elliptic effects (pressure signalsshould be most important. For achieves a much higher accuracy than that of the staridard
“simple” shear flows(boundary layer, shear layehis is not the model(the inaccuracy of the latter can reach 100 percent; see, for
case, and s@<1, even if the length scale of turbulence in theexample[17]), it still cannot be considered as an improved ver-
free-streaml,, is large. That is exactly what one should expecsion of ther;-92 model for such flows. Its major goal is to show
since it is well known that external turbulence only slightly affects principle the possibility of developing a simple eddy-viscosity
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Fig. 3 Eddy viscosity distributions along the symmetry plane

Fig. 1 Eddy viscosity and turbulence length scale profiles in upstream of the stagnation point of the circular cylinder

the shear-free boundary layer

model capable of predicting shear-free flows and stagnation-poflrjlf|Ct|0rlS at the zero freqlfgncy limit. Then the eddy viscosity has
flows. That capability is illustrated below on the two flows men2€€"N computed ag~L ((»'*). One can see that thg—L model
tioned in the Introduction. does capture the effect of the wall on turbulence, especially on its
The first one is the shear-free “boundary layer” on a flat platé.ength scale, In a manner that is quallta_tlvely correct and more
It has a quasi-self-similar solution with the thickness of the nea@_f:curate than_ with thlf,; & model. As mentlc_med above, the latter
wall layer (a layer where the turbulent flow characteristigeand ~ 91Ve€S @ solutionL~y™ near the wall, while thev,—L model
L change from their free-stream to their wall valupsoportional Predicts a more realistic behaviar-y. Figure 2 shows a com-
to Le(x). This solution was obtained with the use of a parabolig@rison of the computed and measured profiles of the wall-normal
(boundary layer typesolver by streamwise integration until thevelocity fluctuation,»’/v, . Again, a tangible superiority of the
flow parameters effectively ceased to vary in the coordinates— L model is observed. It should be emphasized that this supe-
ml ve(X) =F (y/Lo(X)). Exactly that solution is used to compargiority is caused only by the use of the additional equationLfor
the predictions obtained with different turbulence models with th@d by replacing the termQ,—C;)N? in (1) by the term
experimental data. In addition, to perform such a comparison, Wi »N;/L in (11): The remaining changes from the original
need a relation between turbulence length scale and other turbwedel are not essential as far as shear-free flows are concerned.
lent quantities. In the present study we have used the relation The second flow we have considered is the evolution of free-
=5w,//k, which provides a coincidence of the scales given bstream turbulence in the vicinity of the forward stagnation line of
different turbulence models for the usual near-wall turbulemt circular cylinder. The computations were performed with an
boundary layer. In Fig. 1 we compare the profiles of the turbincompressible 2D Reynolds Averaged Navier-Stokes solver
lence length scale and eddy viscosity measured in the experimapased on an implicit fifth order upwind scherfi9]. Along with
with those computed with the use of tle—L and standard, low the »,—L model, computations have been carried out withkhe
Reynolds numberk—e model of Jones and Laundgt8]. In the —» model of Mentef{20] (M-SST mode) that is today consid-
experimentg 1] the length scale was determined via the spectrafed one of the most accurate two-equation models for aerody-

VIV, L

i ' 1 I 1 4 u > Experiment [10], /D =0.16 ”

1.0 3 b O Experiment [10], /D =2.7
i 1.2} veL model, LID = 0.16 ]
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%80 05 yiL 10 15 2.0 4 5

Fig. 4 Turbulence length scale distributions along the symme-
try plane upstream of the stagnation point of the circular
cylinder

Fig. 2 Normal velocity fluctuation profiles in the shear-free
boundary layer
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" over both th&k— e and thek— w M-SST models are demonstrated
Nu/Re for the shear-free boundary layer on a flat plate and for the flow

T . L A B ] and heat transfer in the vicinity of the forward stagnation point of
a circular cylinder. Both flows are known to be challenging for
1 conventional turbulence models due to the significant nonlocal
- effect of the external turbulence length-scale.

L] Experiment [21], L/D=1-9
+ v-L model
1.6 - M-SST model e
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shown to be applicable to a wider range of turbulent flows than ™ syeam Turbulence with Large Length Scale on Blade Heat/Mass Transfer,”

conventional two-equation models. In particular, its advantages ASME Paper 98-GT-107.
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« meaic | ROUGH Wall Modification of
J.-M. Seo TWO-LaveI‘ k—E

J. K. Eaton A formulation is developed to apply the two-layer-k model to rough surfaces. The
S Song approach involves modifying th€, formula and the boundary condition on k. A hydro-
: dynamic roughness length is introduced and related to the geometrical roughness through
Mechanical Engineering Department a calibration procedure. An experiment has been conducted to test the model. It provides
' data on flow over a ramp with and without surface roughness.

Stanford University, .
Stanford, CA 94305-3030 [DOI: 10.1115/1.1343086

1 Introduction from the true, geometrical roughness. However, we have to dis-

ree with the distinction made {@] between the engineering

Surface roughness can have a p“’fo”f?d effect on heat ”?‘”33% meteorological approaches. Present concern is with engineer-
to surfaces beneath turbulent flow. The viscous sublayer adjac problems, but we make use of both the additive form and of

to a smooth wall presents a high impedance to transport to hydrodynamic roughness length
from the surface. Protrusions that penetrate the viscous layer N 2 4 ditive form is simply5] U/u. = 1/k log(y,)+B, . Data
* + r-

crease transfer rates between the surface and the fluid. They do,5qne aqditive coefficients,) as a function of roughness height

by generating irregular, turbulent motion and by extending the,jityte the empirical input to the present formulation. A long-

surface into the flow. Incorporating rough wall capability int tanding method used in engineering closure is to modify a mix-

computational methods is a considerable practical need. T: ® length prescription by adding a hydrodynamic roughness

present paper is in the vein of providing a practical extension to #hgth to the wall distancg6]: e.g.,~=«x(y+y,). The present

existing, popular turbulence model. _ model is of a different form, buy, is made use of. Finally, the
From an operational perspective, the influence of surface Wresent two-layer formulation requires a modifieboundary con-

regularities must be represented indirectly through a mathematig@{on. The rough wall version of thke— » model[6] shares this

scheme. The rough surface is replaced by an effective, smo@iture of incorporating roughness into the boundary condition,

surface on which modified boundary conditions are imposed. Igithough in that case it is in the-boundary condition.

fluences of roughness are represented by a quantity called thehis list of methodologies is not meant to be exhaustive; it cites

hydrodynamic roughness length. Hydrodynamic roughness mogpproaches that bear on the present paper. Other methods to rep-

fies a turbulence model in order to reproduce averaged effectsr@sent roughness include adding body forc8s

the true roughness upon the mean flow and upon the turbulence.

The exact prescription of hydrodynamic roughness is, therefore, a )

function of the turbulence model. 2 The Two-Layer Formulation

~ Thek—& model is widely used in computational fluid dynam- The formulation begins by reviewing the two-layer method. It
ics; that is the motive for adopting it here. One could debatgnsists in patching together the-/ and k—e models. The

whetherk— ¢ is the most effective model available; probably it i%tandard model equation for turbulent kinetic energy is
not. A notable flaw is its inability to describe the near-wall zone.

The two-layer approactil] seems to be the most promising dik+U-Vk=2p7[S? =&+ V- ((r+v)VK) @)

method to fix that flaw. It generally gives more accurate flowyhere S;=1/2(9;U;+,U;) is the rate of strain tensor ane

predictions than other schemgd, such as wall functions or ‘low s the eddy viscosity. It is used in both the-/ and k—&

Reynolds number’ modifications. It is well suited to our presefgrmulations.

purposes; but it is worth noting that the procedure to treat rough-in the k—e model equatior(1) is supplemented by

ness described herein can be applied to other models. 2C, 1|2~ Cope )
Many aerodynamic and heat transfer applications require a gL SelVTID T e ) T

model that is valid for the whole range from smooth, to interme- detU-Ve T Vv o, Va) 2)

dlately_ rough, to fu_IIy rough We.‘"S' The_ high pressure tqrb'ne\/here the turbulent time-scaleTs=k/e and the eddy viscosity is

blade is the application that provided an immediate motivation for

the present work. In the course of their lifetime blades are subject vr=C,KT. 3)

to erosion by impinging combustor air. The roughened surfacl(-he standard model constants are

experiences an increased rate of heat transfer from the gas stream

[3]. C.1=144; C,,=192, o0,=13; C,=0.09.
Models for roughness have a long history. A good survey of the

literature is provided by Raupauch et [&]. Both engineering and

In the k— /" model, the dissipation rate is represented by

meterological concerns are covered. The authors state that in the K372

engineering approach the log-law is modified by an additive &= “
roughness function, while in the meteorological approach it is ] o ¢

represented by a roughness length. In the present paper we refét@ the eddy viscosity is

the latter as the hydrodynamic roughness length, to distinguish it VT:CH\/E/V- (5)

Contributed by the Fluids Engineering Division for publication in tezanaL 1 hese supplement theequation(1). The VonDriest form for the

OF FLUIDS ENGINEERING. Manuscript received by the Fluids Engineering Divisionlength scales will be adopted here:
May 8, 2000; revised manuscript received November 17, 2000. Associate Editor: “R.JA ) “RJA
J. Lasheras. /e=C Yei(l—€ ™'Pe), /1 =C ye(l—e '), (6)
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Ry=Yem/K/ v is a wall-distance Reynolds number in which, foffor the surface stress completes the roughness formulation. At
smooth wallsy is distance from the wall. It subsequently willleast, it would complete the formulation y§, were known as a

be modified by adding the hydrodynamic roughness to the wdlinction of the geometrical roughnessy, is not a physical
distance. The log-layer solution requires tfat= K/(;i’4 wherex length; it is an artifice added to produce a suitable mean velocity.
is the VonKarman constant. The widely accepted valuexof

=0.41 givesC,=2.5. The requirement th&t—ey?/2v asy—0 4 Hydrodynamic Roughness

givesA,=2C,=5.0[1]. Surface protrusions will increase the drag force exerted by the
There is only one free constar, . We have selected the valueyg|| on the flow. In a channel flow with given pressure drop, the

A2=62.5 for use with the two-layer formulation. That value gavéncreased drag would decrease the mass flux and the centerline

very good agreement betwe€lh versusR, predictions and ex- velocity. The additive constanB, in the log-law should therefore

periments for zero pressure gradient, flat plate boundary layerde decreased by roughness. Assume that the roughness is of the
The two-layer formulation consists simply of usif) and(4) random, sandgrain, variety. The log-law can be written

near a wall, and switching abruptly {8) and (2) at a patching

point. The patching point is defined as the location where the U=u,(l/klogly.]+B+AB(r.)) (10)

damping function Te Ry IAD equals 0.95; i.e., wherey Wherer  was defined above equation). The functionAB,(r )

= 10g(20)A%/ K. represents the alteration of the additive constant by roughness.

v The functionAB, (r ) has been measured experimentally by Ni-

3 Modifications for Roughness kuradse{S] fit the curve

Roughness has the effect of disrupting the viscous sublayer. We AB=0 pore<2.25
define they-origin to be where the mean velocity is extrapolated AB,=£(85-B—1/klog(r,)) ; 2.25<r,<90{ (11)
to zero: that isU(y=0)=0, by definition. This location off=0

need not be the effective origin for the turbulent kinetic energy. In ~ ABr=8.5-B—1/klog(r ) ;o re>90
fact, for a fully rough wall, the log-layer extends to the origin, athrough his measurements. This formula is broken into three re-
which pointk cannot vanish. By definitiot is of the form gions: effectively smooth, transitionally rough, and fully rough.

The interpolation functiorg in (11) is
. (w/Z log'r ,/2.25]
=sin ——————

under fully rough conditions. Then the eddy viscosity iig log[90/2.29
=ui/ﬁyU=u* k(y+yo). Hence, the turbulence has an effectivavhich increases from 0 to 1 through the transitionally rough range
origin at —yq. This shifted origin could be considered as a defi2.25<r , <90. Under fully rough condition§l1) and (10) give
nition of the hydrodynamic roughnesg,.

In Eq. (6) Ie%/yeﬂ:);/—kyo. Thisgwill f?géommodate the effective Ulu, =1/x log(y/r) +8.5.
origin of the turbulence—provided thg is appropriately speci- While Egs. (11) are fit to data on sandgrain roughness, other
fied. Just modifyingy.« does not accommodate the fully roughroughness geometries only alter the transitional range. Ligrani and
condition, that the log-law extends yo=0; the damping function Moffat [5] discuss the case of hemispherical roughness.

Uy
U= » log[ (Y+Yo)/Yol

should also be deleted, is sufficiently small that the”, damp- The rough wall lawm(10) is commonly represented by
ing has little effect under fully rough conditions: so, invoking

“occam’s razor,” we will leave it as. Howeveh,, is not small; it U= u—*log[y/z ]

must be reduced with roughness. The data cited4ygive the K 0

criterionr . >90 for fully rough flow. Here the non-dimensional
parameterr , is defined asru, /v wherer is the geometrical
roughness height. The simple, linear interpolation Zo=re~ (xBrtloglr.))

where

A£=ma>{l,A(V’(1—r+/90)] (7) can be called the hydrodynamic roughness length. In the fully

has the desired effect of deleting the damping. The lower limit cr%?ligrl;es';igg;’)?}—rtﬁ:%O’droéhﬁamil(?sﬁou ?lfneéil)len %If:/eiss a
1 was used, instead of 0, in tieaxfunction to avoid division by %0 - ydrody gnn g
zero. Now, wherr , >90, /,=C,(y+Y,). The well known log- small fraction of the geometrical roughness size. In the smooth
| ’ | tf 8 k+— 2/%—” =AY XO' N desi gd wall regime,r, <2.5,zo=e" “Bu/u, , which recovers the smooth
ayer solution[8] k=u, /(C, givesvr=u, k(y+yo), as desired. |, log-law. We have useB=5.5 for the smooth wall additive

If the log-layer is indeed to extend to the originyofinder fully

o o constant.
rough conditions, the boundary condition gnmust become ¢ two-layer roughness model is to be solved along with the

k(0)=ui/JC;. But on a smooth walk(0)=0. Again, a simple |,s,,al mean flow equation
interpolation is used; however, in this case is it quadratic. The
boundary condition ork is

2

U z ]
k(0)= —=Z=min[ 1;(r ,/90)?]. 8) i
VC, m| =R -
The reason for quadratic interpolation is that the dissipation for- ' '
mula (4) gives L
-
- vk(0) ul r, )2 10
& y: — — _
YoCA.  wvC,A,\C, |90y, ]
asyy, r—0. The use of quadratic interpolation leads to a finite,
non-zero value foe(0) in the smooth wall limit. co° ~ o N
The formula 1 AP 1
Ui =(v+ VT)ayU|O 9) Fig. 1 Computed log layers compared to data correlation
Journal of Fluids Engineering MARCH 2001, Vol. 123 / 17
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Fig. 2 Calibration curve for hydrodynamic roughness

U+U-VU=—1pVp+V-((v+v7)['VU+VU])

for incompressible flow. To calibrate the model, a zero press

gradient, boundary layer approximation
UaU+VaV=20,((v+ry)dU)
is solved, along with the two-layér— e equations. The solution is 2 320, respectively.

a function ofr, andy, . A boundary layer at the representative Figure 3 includes the measured valuesr of. The roughness
Reynolds number oR,=5,000 was computed. The range 10Qonsisted of close packed hemispheres. The equivalent sandgrain
<y, <160 was used as a sample of the velocity in the logarithmigughness height of the hemispheres was constant and equal to
region. In that region, we define the computed additive constam@1 in. Al the data are near to fully rough. Under fully rough

by

ABgomdl + aya—):U+_(1/K logly,]1+B),

averaged over the sample points. Equating this to the experimerRa&lynolds analogy between heat transfer and skin friction, St
data(11) provides an implicit equation

ABcom[)(r+ayg):ABr(r+) (13)

that was solved to fingy as a function of , . BecauseA Bcomp

is only known through a boundary layer solution, the boundary
layer code was put into a loop and E§3) was solved by Newton
iteration. Figure 1 contains a few comparisons between the com-
puted boundary layer profile and the formuld 6f after the itera-
tions had converged: this simply illustrates the manner in which
yo was found.

The solution foryg as a function of , obtained by the above
procedure is shown in Fig. 2. The circles are values computed by
the Newton iterations. The solid line was fit through those values
to give a continuous calibration curve.

5 Tests of the Model

The roughness formulation was tested by computing the experi-
ment of Coleman and MoffdB]. The experiments were on a flat
plate boundary layer subjected to acceleration of the free-stream.
Both rough and smooth wall data were measured. The accelera-
tion parameter was defined Ks=(rdU.,/dx)/U., . Data sets are
for K,=0, 1.5x10 4, 2.9x 10 *. The inlet condition in the com-

U]5't3:|tati0ns is a fully developed, zero pressure gradient boundary

layer at the experimental inl&®,. The fully developed state im-
plicitly specifies profiles ofU, k and . For the three pressure
gradients, the inlet Reynolds numbers wBrg=2,200; 3,740 and

conditions, the shape of the roughness elements becomes irrel-
evant. The other data in Fig. 3 consist of the skin friction coeffi-
cient and Stanton number. Because of the pressure gradient, the

~1/2C;, does not hold.

Kr=1.5a4 _'_,.-"""".
e
%l R
."'*\-'-""‘
N
* » *« v .
4
\
T e —————— -
" = = LI Rl A
2
[ r v v oly r . v v
0.4 s 1.2 18 0 ¢4 0.8 12 18
x (m) x {m}
12 -
Kr = 2904 - J
1 g S
A
8
A‘h‘--'./
8 L ™ » »"
»
]
4
gl
2 T e |
"D 04 08 12 18
% (m)
Fig. 3 Rough wall in zero and favorable pressure gradients. Clockwise from upper left: Kk,

=0, K,=1.5X107%, K,=2.9X107*, A=r,/10, B=St, @=C;.
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Under smooth conditions, the inlet momentum thickness Rey-
nolds wasR,= 3,400, while under rough conditions it was 3,800.
The roughness height was constant; at the imlet=360. Of
course, at separatian, =0, so the full range from fully rough to
smooth occurs in this flow. At the computational inlet a fully
developed boundary layer, with the appropriate thickness was pre-
scribed for the calculation. It was obtained from a separate com-
putation using a boundary layer code. The upper wall also was
provided an inlet boundary layer haviy,= 3,400.

The geometry in Fig. 5 is such that separation will occur before
the foot of the ramp ak=1 in the smooth wall case. So the
geometry is not ideal for demonstrating the predicted ability of
3 roughness to cause separation, but it can be seen from the data in
Fig. 6 that separation occurs earlier and is more extensive when
the ramp is covered with sandpaper.

At the first three locations of Fig. 6 the rough wall model shows
better agreement to data than the smooth wall calculation. How-
ever, both are in good agreement and illustrate the larger velocity
defect of a rough wall layer. Separation onset is seen to occur

The agreement of the model solution to the data in Fig. 3 {fpstream ok=0.74 over the rough wall, where the smooth wall
generally quite good. The computations used the experimenf@y is just on the verge of separation. At=1 both cases are
free stream velocityl)..(x), which was available at the measureseparated, but when the wall is rough the separation bubble is
ment stations. The pressure gradient was computed from a pajgsher. The qualitative prediction of roughness induced separation
bolic fit through the velocity data. Therefore, the input pressufg supstantiated by these experiments and the agreement between
gradient was piecewise linear; this is why the computed curvggegictions and data is not bad. It should be noted that the model
appear to be irregular. The level of agreement between model pgs developed before the experiment was conducted—indeed it
data is sufficient to initially validate the present roughnesgas the model prediction that motivated the measurements.
formulation. The final test case is the “sand dune” experimenfif]. This

A curious phenomenon was observed when the model was apneriment is an open channel flow over an artificial dune, con-
plied to an adverse pressure gradient boundary layer. The smog ing of a backward facing ramp. More precisely, over a train of

wall case of Schubauer an.d .S.pan.gentﬁeﬂj was CO“?P“t?d. with o-dimensional ramps, identical in size and shape. This configu-
a rough wall. Roughness initially increased the skin friction, by 2 j10ws the introduction of a periodic condition in the axial
subsequently caused it to decline more steeply than on a smo, ction, reducing the problem to the single dune presented in
wall, and the boundary layer separated. This thought experim & 7 T,he dune bed has the equivalent sand-grain roughness
is shown in Fig. 4. On further consideration, the behavior is qui iahtk./d=0.0055

plausible: roughness thickens the boundary layer and makes e wSiII conc.:entra'te on the case designateflli?] as T6: water

near-wall region more susceptible to flow reversal. Qggthd:o'zgm with L= 1.6m andh= 0.08m (Fig. 7). With this

x (m)

Fig. 4 Predicted effect of adverse pressure gradient on
smooth and rough wall

Experimental data on roughness induced separation are th, the water surface can be treated as a plane, free-slip bound-
available; so the prediction that roughness can provoke separa ' p ' p

inspired us to conduct a new experiment. An existing ramp widY- The_ Reynolds number based on the bulk .VeIOCItY and _Water
installed in the test section of the wind tunnel describeiirj. dePthd is Ry=1.75X 10°. Computations of this configuration
The geometry is shown in Fig. 5 with a computational grid. ~ have been presented previously [#8], who utilized thek—w
First, mean flow profiles were measured above the smooffdel, with the rough wall boundary condition proposed by Wil-
walled model. Then the segment from the inlet to the bottom &P*[8]. Patel and Yooi13] used a computational grid consisting
the ramp was covered with sandpaper and rough wall data wépe32 stream-wise points and 69 cross-stream points, whereas we
obtained. The lower wall of the windtunnel, downstream of thBave used 160 stream-wise points and 50 cross-stream points. In
ramp, was left smooth. both cases, the distance of the first grid point from the bed was
For computations, and in the results to be presented, the cunaproximately at 10°d, corresponding toy,=<0.25. In both
section of the ramp is taken to be the unit of length and the originalyses, the free surface was assumed to be a plane of symmetry.
is placed at the top of the ramp. Hence the ramp extends kronfComputed streamlines are included in Fig. 7. They display a re-
=0 tox=1. In these units, the inlet of the computational domaigion of separated flow along the ramp, with reattachment down-
is atx=—2, and the exit is ak=4.7. The height of the inlet is stream, on the horizontal lower wall.
1.87 and it extends fropy=0 to y=1.87. After the end of the  Figure 8 presents a comparison of friction coeffici€nptto the
ramp the lower wall has dropped yo= —0.294 in these units.  experimental data and to tlhe- @ computationgtranscribed from

i
T

t T
isiEaaisuaa;

Fig. 5 Ramp geometry for present experiment
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Fig. 6 Profiles of U velocity component at various downstream positions. Experiment
@, rough wall; X, smooth wall. Computation ——, rough wall; ----, smooth wall.

[13]). A smooth wall computation with the two-lay&r e model Finally, we compare velocity profiles from the roughness simu-
is also shown. The introduction of roughness slightly increases tla¢ion to data at measurement stations x40.13.), 7 (X
predicted recirculation region, but the largest effect is after reat0.27.) and 14 k=0.7L). The x-locations are measured from
tachment. The roughness model brir@spredictions to the cor- the inlet, corresponding to the diagram, Fig. 7. The magnitude of
rect level. Both turbulence models are in agreement with the dathe backflow in the separated region is seen to be predicted cor-
rectly by the upper left panel of Fig. @-velocity profiles at the
other locations are also in satisfactory agreement to the data. The
V-profiles in Fig. 10 also agree well with experiments, except near
the wall at station 7. This is on the flat bottom wall, shortly after

wave lesgih L1600 i 1

Fig. 7 Flow domain for sand dune test case. Dimensions are
in mm. The lighter lines show streamlines of the separated flow ok
over the roughened ramp.

0.015 4 5
0.0t}
o
0.005]
]
-0.008 . " . N N . N N
0. 0.2 04, 08 0.8
Fig. 9 U-velocity profiles at stations 4, 7, and 14, proceeding
Fig. 8 Friction coefficient on lower wall. O, experiment; ——,  clockwise from the upper left. Lines are computations, squares
present; -X--, kK—w; -+, smooth wall. are experiment.
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Fig. 10 V-velocity profiles at stations 4, 7, and 14. Lines are computations, squares
are experiment.
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Modeling of Laminar-Turbulent
Marie—Cur‘ilelega?oﬁnglgvs TranSition for High FrEBStream

European Space Research
and Technology Centre, T b I
Aerothermodynamics Section, u r u e n c e
Noordwijk, The Netherlands
To simulate transitional skin friction or heat transfer, the conditionally averaged Navier-

E. Dick Stokes equations are used. To describe the diffusion of freestream turbulence into the
Professor boundary layer and the intermittent laminar-turbulent flow behavior during transition, a
Department of F'F’W’ turbulence weighting factor is used. A transport equation is presented for thigctor
Heat ﬂf]d CQmDUSt'OH' including convection, diffusion, production, and sink terms. In combination with the con-
University of ngt, ditioned Navier-Stokes equations, this leads to an accurate calculation of flow character-
Gent, Belgium istics within the transitional layer. The method is validated on transitional skin friction

and heat transfer measurements, respectively on a flat plate and in a linear turbine
cascade. [DOI: 10.1115/1.1340623

Introduction 7(X,¥)=vy(X,y) + o(X,y). 1)

In contrast to natural transition which emanates from the break- . . e
down of amplified disturbances within the boundary layer, bypa&$ & consequence, this facteincorporates two effects: first, the
transition is caused by the freestream turbulence affecting the pfiifusion of freestream turbulent eddies into the boundary layer
transitional(pseudo-laminarlayer both by diffusion and by pres- and second, the transport and growth of the turbulent spots during
sure fluctuation$1]. If the freestream turbulence is high enoug t’rgnsmon. Hence, this factor is 0 percent in the vicinity of the wall

i.e., Tu=1 percent, the transition happens far further upstrea thin the pretrqns[tional boundary layer, and 100 percent in the
eestream and inside a fully turbulent boundary layer.

than what would be expected for natural transition. Also, the tral

sition length is shorter and is directly related to the turbulence T"€ global mean and rms-values can be evaluated with the
level. conditional averaging techniques derived in earlier widkbut

The diffusion of turbulent eddies into the boundary layer prigf®W Pased on the turbulence weighting factor
to the transition onset has an intermittent character and is first

localized in the outer part of the laminar boundary layer. This U= (1— 1)U+ 7,
process has also been observed experimentally by Gostelow and
Blunden[2] in the early stage of transition. They measured an U’2=(1*T)[JT’ZI+T[JTZI+T(1*T)(U|*UI)2, )

intermittency in the outer layer of the boundary layer, which was

clearly higher than in the near wall region, i.g/6<0.4. Inter- \yherefj denotes the global Favre average of theelocity com-
mittent behavior is also seen during the transition where the ﬂ%nent,m and T, respectively, the Favre averages during the

in the boundary layer is characterized by distinct turbulent angminar and turbulent phase. Fluctuating quantities are denoted by
laminar phases alternating in function of time. The |nterm|tter§'1-ng|e accents.

behavior during transition has been quantified by the intermittency o, obvious advantage of the-factor, in contrast with the
factor y. This factor is the relative fraction of time during WhiChy—factor, is the ability to end up with turbulent flow quantities in
the flow is turbulent at a certain position. It evolves from O pefe freestream prior to transition. At such a positiors set at 100
cent at the transition point up to 100 percent at the end Bkrcent whiley is set at 0 percent. In the absence of laminar

transition. : -~ 2_ % ;
The same relative fraction of time can be taken to quantify ﬂﬂeuctuatlons, the averages leadtte T andu U~ when using

intermittent behavior of the diffusing turbulent eddies in th&e factor andTU=T, and u'?=0 when using they-factor.
pseudo-laminar boundary layer. This parameter, called here fhi€arly, only when ther-factor is applied, one obtains the right

“freestream factor’w, is O percent near the wall and tends to 10§/roulent freestream values. Although experiments indicate the
percent in the freestream. existence of laminar fluctuations during the laminar state, their

modeling is not straightforward. Therefore, they are neglected in
the present study.
Conditioned Averages Applying the conditional averaging technique to the Navier-
. . . . Stokes equations leads to a set of laminar and turbulent equations
Global time averaging used for classical turbulence modeling gy mass, momentum and enerf;4]. These conditioned equa-
not valid in intermittently changing flows. To describe the transkgns ditfer from the original Navier-Stokes equations by the pres-

tional zone and the outer layer zone, it is necessary t0 use COfglize of source terms which are functions of the turbulence
tional time averaging. These averages are taken during the fragsignting factorr:

tion of time the flow is laminar or turbulent, respectively. As we
are only interested in the state of the flow, i.e., laminar or turbu- — — — — —
lent, at a certain position, it is sufficient to use a turbulence (9_U'+ (9_':'+ ’9_G'= @Jr 9Cu
weighting factorr(x,y), which is the sum of the intermittency gt ox dy X ay
factor y(x,y) and the freestream factas(x,y):

+5,

U, oF, 3G, dF, G,
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dpi dpity  dpivy 1 ; y\"
T Tax T ay _5"9_2(177) S o) =1 ex% (%) } ©
1 with 5,=C~'"s.
— 4+ + :slfp:—s;, As mentioned previously, the variation af(y) is determined
gt dt ay 27 by a diffusion process. Asr(y)=w(y) for a pretransitional
with boundary layer, Eq(3), in combination with the continuity equa-
tion, reduces to:

dpe dpily  dpio

S’=(pi—pt aT+ U —pl aT+ =) dpur  dpv d

=(p—py) = U — pily) — - . u

o= (P1=p0) -+ (it = pilly) =+ (T~ pidy) 7y ng+ S;T:ﬁ&—;:DT- @)

The momentum and energy equations have similar expressions. . o )

All source terms become zero wherapproaches zero or one. In I N termD ., controlling the diffusion of turbulent eddies from
order to close the equatiom,has to be determined. The factor the freestream toward the wall, needs to be modeled. In its most

has a spatial distribution which largely depends on the conditiodg§neral form, this term can be written as:

of the mean flow and the boundary layer. For simple cases, one g or
can derive an algebraic expression. For more general flows, a =,
transport equation is more appropriate. 2 X,

where i, needs to be defined. The diffusion coefficient is postu-
lated to be proportional to the molecular viscosity

Transport Equation for = w=puf(r).

Since the evolution ofr depends on the diffusion of the Equation(7) then results in:
freestream turbulence, on the one hand, and on the transport and

growth of the turbulent spots, on the other hand, the differential d
model should certainly include convection, diffusion, and produc- @
tion terms. Since the presence of the wall prohibits the existence ] o
of large scale eddies and hence damps the influence of turbul®aking as a first approximationt as constant, Eq(8) can be
eddies, a dissipation term has been added. A general transpdi@grated resulting in

equation forr can be cast in the following form:

aT
M ay

_ 0T

=va. (8)

f&T .
Jptir  dpvT 7 &—y—va—Co.

+
ax ay

=D,+P,—E_, ()

From Egs.(4) and (5) it follows that at the wall7=0 and
whereD, is the diffusion termP, the production term, anfl, the 7/ dy=0. This impliesC,=0. The functionf is then
dissipation term. The terntsandv are global mean values of the —

. puT
velocity components. f= pre
T

Diffusion. Prior to transition, the turbulence facterreduces MW

to the freestream factap as the intermittency factoy=0. The

boundary conditions of or w are such that=100 percent in the From Eq.(6) it follows
freestream and O percent at the wall prior to the transition point. n—1 n
To the knowledge of the authors, no detailed experiments are ‘9_721(1 exd — Yy
available on the intermittent behavior of freestream turbulence ay 6,\6, S, |
affecting the edge of the laminar boundary layer. Hence, the ngy: .

mal variation of the freestream factarcannot be modeled using%so’ from Eq.(6), one obtains

experiments. Therefore we postulate that the effect of freestream (

turbulence on the underlying boundary layer is similar in the pre-
transitional region and in the posttransitional region. For the latter,
it is known thatr=1. The variation of the intermittency in the This allows writing the derivative)7/dy in function of ;
normal direction for turbulent boundary layers was correlated by

%) =—In(1-17).

[

Klebanoff as It _ M[—In(l—r)](“*l)’”_
1 ay O,
yy)= —ye (4) Hence, the functior(7) is:
1+5(5) T pu.S, T
f=— = [—In(1—7)] (-vn,
Using Eq.(1) the freestream factor should then be: n, w 1-7
w=1—7. ) The limit for 7—0 results inf=0. The obtained expression is,

however, not valid forr— 1. In order to remove the singularity for
For ease of analysissee latey, the function(4) is approximated 7 close to 1, we take as expression for
by an exponential law:

y
V(Y):exﬁ{ —C(g
The near-wall functiorf,, should ensure that close to a solid wall
whereC andn are to be determined. A best global fit is obtainethe functionf approaches 0. Hence the diffusion coefficient can be
for n=4 andC=2. A better fit near the wall is obtained with written as:
n=6 andC=4 and near the edge with=2 andC=2. Based on

5.5,
i f=Caf, P 1]

. : PUF, (-
aEg. (5), the evolution of the freestream factercan be described MT:MleMT [—In(1— 7] (-bm, 9)
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Dissipation. During the transition and close to the wall, the A second adaptation to the expressid®) is the definition of
7factor should reduce to the intermittency factorSince a zero the pressure parametgf. From the experimental data of Goste-
normal variation of the intermittency is generally assumed nearlow et al.[6] the authors observed that the pressure gradient has a
the wall, this property should also hold for the turbulence weighsmall effect on the spot growth during the initial phase of the
ing factor . Therefore, the sink terrk ; is constructed such that transitional zone. This phase is characterized by the distributed
this property can be obtained automatically during transitiobreakdown. Based on this observation, the pressure parafmeter
Based on the ideas from the work of Cho and Ch{if the is relaxed by using the distributed breakdown paramgter
product of normal derivatives of velocity amplitude amdwill
yield this property. Therefore, the ter is chosen to be propor- fk=1+1(PRC-1),
tional to where PRC expresses the pressure influence on the spot growth.
The same correlations given in previous work are still used to

~2 —_
E BN I ﬁﬁ account for this pressure influence:
T on|E|on B anan’
(474-|—u|;23.69)[1—exp(2><106K)] K<O0,
with €= \TU?+72 the amplitude of the global velocity vector and PRC= 7322](0',5985 (13)
n the wall normal direction. As can be verified, the proportionality 10 K>0,

factor should have the dimension of a viscosity. The diffusiof;, K

. S X ] =v/U2(dU.,/dx) the incompressible pressure gradient
coefficient for the turbulence weighting factor is used, resulti vV ) P P g

n|9arameter and u. .. the local turbulence intensity at the entrance

n:
plane.
T T or The production term obtained so far, is directly applicable to
E=Citrzr —= — incompressible transitional flows. In transonic flows, on the con-
€. gnan trary, compressibility and the presence of shock waves effect the
whereC, still needs to be defined. length of the transitional zone considerably, which should be dealt

_ _ _ with by the spot growth parametét0). Unfortunately, there is
Production. In previous work[3,4], a production termP,  only limited open literature about these effects on the spot growth.
was derived for the calculation of the intermittency factoby Qualitatively, increasing the Mach number results into a length-

means of a transport equation: ening of the transition zone and a retarding of the onset. However,
. . a large discrepancy among the different correlations exists when

er Mz P this effect is quantified. NarasimH&] suggests the ratio of the

X ay v transition lengthAx to the onset locatiom, to be independent of

0.6 ;
As the normal derivative of vanishes near the wall, the,-term, Mach number Whereas %e»[1+0.38l\/l ]. This suggests that
as well as the diffusion, disappear near the wall. As a cons&e spot growth is correlated to the Mach number as:
guence, the production ter®, should then reduce to the produc- Aoy = Ao 1+0.38M06] 2 (14)
tion termP.,: M " ‘ '
. where Aoy, is the incompressible spot production parameter

P,=2f(1-7)y—In(1-7)BpC. given by Eq.(10) and ficy, the parameter including the Mach
This production term is set to zero on the wall prior to the transgfcigtr' 1T g'zﬂf/? r:rella_tll_cr)]g r:rf ;;; s gifeéLeea:]sir? (; ?;stﬁ%ott) gsrg\éwgr’] by a
tion point. The damping functioh, models the distributed break- low freestream turbulence flows, indicates a lower influence cor-

down. Forr>0.45 the functiorf ;= 1, and forr<0.45 it is given responding to a decrease of about 1.16vat 1. On the other

by: hand, Boyle and Simo[B], however, suggest a drastic influence
f_=1—exg —1.735 tag5.45r— 0.95375 — 2.2]. of Mach number rgsulting in a factor of appro.ximate_ly 6 at
] M =1. From numerically obtained results on turbine guidevanes
The functiong accounts for the turbulent spot growth: (to be discussed laterthe authors experienced a too low Mach
~c number influence when using E¢l4). On the other hand, the
B=hc(K, Tu)— Mach influence suggested by Boyle and Simon resulted into a too
v large impact on the spot production rate with a too long transition

length as a consequence. Based on this experience, the authors
found the relation

A modification of previous wor{3,4] is the use of the local Aoy = Aoy 1+0.58M %62, (15)
turbulence intensityT u.. in the correlation(10). This leads to a o ]

better agreement with the experiments. To determine the lod@l be more realistic, at least for the considered test cases. At
Tu,, one can extract it from the local freestream turbulence kM =1, it corresponds to a decrease with a factor of 2.5. The large
netic energyk., calculated by the turbulence model. For generdliscrepancy in the different correlations suggests that there is a
flow situations, however, it is sometimes very hard to define fundamental need for more experimental data to better understand
e.g., in turbine cascades. To estimate the local freestm a the influence of Mach number in the range of 0.5-1.5. Within the
simple algebraic correlation is proposed. Examining different segglculation, the local Mach numbét is obtained from the total

of experimental data, the reduction of the freestragnis little ~and static pressure assuming an isentropic relation. )
affected by the dissipation within the transitional zone. It is, how- The influence of the pressure gradient on the spot production
ever, primarily affected by acceleration and deceleration. Hend¥rameter is considered not to be altered directly by the compress-

the transport equation for the freestream turbulence reduces tdbility. The correlations given by13) are still valid but the defi-
nition of the acceleration parameter needs to be extended for com-
duU. k..

pressible flows. For incompressible flow a constant parankgter
dx corresponds with a flow through a wedge shaped channel. One
can then prove thak can be written in function of geometrical
As k. ~Tu2U?2, the expressiofill) results after integration into: parameters as:

fio=f1.25 10 1Tu’*. (10)

0 (11)

o | 32 K v dU. vige 16
Tu,=TUj U_oo . (12) inC_UoZg ax m. (16)
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with « the wedge angldJ, andhg the velocity and height at the By use of several numerical experiments, the different factors

inlet. If the second formulation df in expressior(16) is taken as have been determined to obtain best agreement with the “re-

a basis, a compressible flow through a wedge shaped geomefyse” Klebanoff function:

results then, after some algebra, into the following compressible Cu=25

definition of Ky, : 3T &

=33, uTuR —In(1—7)] 75276

K= — —s |[1— M?| dp '

M=~ 23117 ax’ c,\2

PV with fﬂ7—l—exp{—256<y—) .

14

Analyzing transitional experiments, the presence of a shock . i

wave reveals a sharp increase toward turbulent values downstrédf Might observe that the exponent 1/n is replaced by 5(1

of the shock with a shortening of the transition zone as a result. To7)/6. Originally n=4 was taken and gave reasonable results.
model the influence of a shock wave on a transitional flow, it {5 the fit with the Klebanoff function is better for=6 near the
necessary to quantify this effect on the spot production paramet@@!l (7=0) and forn=1in the freestream+(= 1), a linear varia-

The presence of a local strong adverse pressure gradient is {92 was taken as a first attempt to model this behavior. Although
tainly not sufficient to model this sharp transition. Another driving'S variation was not taken into account during the analysis, the
parameter is the freestream turbulence intensity. From the DN&ithors found a better agreement both near the wall and further

work of Lee et al[10,11] it is clear that the freestream turbulencé?Way-

level definitely increases due to the presence of a shock. Lee et alrransition Onset. The start of transition can be defined as

remarked also that both a spatial and physical distinction can § most upstream location where turbulent spots are generated.
made related to the increase of the velocity fluctuations. An inbhysically, the generation of turbulent spots is not located on one
tially straight shock evolves into a distorted front when turbulen(‘§1>ng|e line, but is spread over a certain distance. This means that a

is introduced into the freestream. The resulting shock zone haSyibuted breakdown occurs. May&2] proposed a correlation
now a certain thickness which extends over a distance of about £p the onset using intermittency data

times the turbulence length scale. Hence the streamwise compo- 6o
nent in the shock zone contains “intermittency” effects due to the Rey,  =420Tup., (17)

unsteady distortions of the shock front. The corresponding . . . . .
Tu.-level within the shock zone increases with a factor of 5 dﬁhlch however gives the location at the maximum spot generation

more. Downstream of the shock zone, the turbulence level is gfe.kAs the present mlod_el takes into account the distributed
contaminated by the aforementioned intermittency effects. TRESakdown, @ new correlation is proposed. In previous 8tk
increase is much smaller and is mainly due to the pressure woleé Width of the breakdown was determined to be:

The Tu..-level raises approximately with a factor of 1.2—1.3. Rey,=2[Re(y=0.2) —Re(y=0.01)]
For the test cases discussed below, the shock zone thickness is

of the order of 1 cm. Since the transition length is generally com- 0.744

parable with the shock zone thickness for turbine cascades, the =——==210508u;, .

corresponding higi u..-level is considered by the authors as the o

prime cause of the sudden growth of the turbulent spots. To ifthe wall boundary condition for is set to zero upstream of the
corporate the shock wave effect within the correlations of ﬂ}?osition:
transition model, the turbulence intensify., , obtained with Eq.

S

(12), is corrected downstream of the shock and puTat=15 RQ(S e Reﬂ inc—0.5 Rea

percent. This model is only a first attempt to describe roughly the ' '

shock wave effect. Clearly, more experiments or DNS calcula- B inc

tions are necessary to better understand the underlying physics ) 6642_0'5 Rax

and to come up with more physical models. A similar correction '

to Eq.(12) is applied in the wake region. In the vicinity of shear :400094ru|;10-038_ 105254—“@,7;8- (18)

layers theTu-levels typically raise to 20 percent or higher. In this
re)g/;ion the level is Syept dtu>;=20 percenF;. d Beyond this onset, the wall value efis determined by the trans-

. port equation. As an expression in 435 is more general to define

_ Transport Equation. ~ Although the effects of freestream andine transition onset, the expressid®) is converted by the lami-
intermittency factors have been modeled separately, it wouldar houndary layer relation:

however, be convenient to combine the modeled terms to end up

with one single transport equation far This combination cer- Rey  =0.664/Rg_, .

tainly leads to mutual influences which we presently neglect. This ) ' T o

means, for instance, the acceptance that the transitional diffusioyVith increasing Mach number, all experiments indicate that the
process is similar to the pretransitional diffusion process. We prijansition onset shifts downstream at any given turbulence level.

pose the following transport equation far The following correlation is suggested by Narasinififbased on
experiments with a wide range of turbulence levels {0131
gotir dpvr 9| or T 0 a7 <3 percent):
+ = M | TP Copy g o _ 0.6
IX ay X X €2 dn an Rey, =+1+0.38M"°Re,
s,M s,inc

The premultiplying factors still have to be defined. The factophere the start of transition with compressibility effect, given by
.8,/ in expressior(9) can be written as Re,, ., is related to the incompressible value,Rein combina-
tion with the local Mach numbem.

pu.é, pu.d . ) . .
P 200 P ~Re;. Test Cases. The above equations are first validated with ex-

2 2 perimental data obtained from transitional flows over adiabatic flat
) lates with sharp leading edgg%3]. The test case, denoted as
To have an idea of the Reynolds number, we take the value at A, has zero pressure gradieffPG). The second test case
transition point as representative. W|th336Re€S combined with  qanoted as T3C1, has a pressure distribution similar to an aft

Eq. (17) (see below this factorpli..s,, /u~ Tu®. loaded turbine bladésee Fig. 1 The specifications of the differ-
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Fig. 1 Velocity distribution for T3C1

ent test cases are given in Table 1 wherestands for the oncom-
ing velocity andT u,, for the turbulence level at the leading edge.
The capability of the present transition model is also demon-
strated on a turbine guidevane operating at typical design condi-
tions. This guidevane has been experimentally investigated by
Arts et al.[14] in order to understand the influence of Mach num-
ber, turbulence intensity, and Reynolds number on the transitional
heat transfer distribution. The blade profile has a chord of 67.647
mm and a pitch to chord ratio of 0.85. The total inlet temperature
is set at approximatel¥y,=420 K. The wall temperature is con-
sidered to be at a nearly constant level of 300 K during the mea-
surement. To validate the present transition model, three different
test cases are considered which are described in Table 2. The
incoming turbulence leveTy; is measured 55 mm upstream of_. ) ) . . )
the leading edge plane. As no length sca_le or diss_ipatiop WE;%'uﬁd tﬁ%?;?é%&'%gf;“gﬂ)g :22 ghfztzrtegrt]éjlfcks. C-grid
measured, the turbulence level at the leading eflgg is esti-
mated by the correlation of Roa¢h5],

-5/7
Tu= 80( E) Transition Results
) ) ‘ For the T3A case, the evolution efin the streamwise direction
where the rod diameter =3 mm. on the wall is given in Fig. 3full line) together with the experi-

The computational domain consists of two blocks. The first isi@ental values of the intermittency facterrepresented by -
O-grid with 433 nodes along the blade and 73 nodes normal to tigns. The correspondence is extremely good. In Fig. 4, the nor-
blade. The first point is situated at a locatiph<1. The second mal variation ofr prior to the transition onset is compared to the
block is a H-grid of 21K 49 nodes and is placed in line with theinverse of the Klebanoff law:
outlet angle. Figure 2 shows the geometry and the location of the

different blocks. w(y)=1— 1
The equations are solved in their steady-state form by a relax- 6
ation procedure. A vertex-centered finite volume discretization is 1+5 S

based on a second-order upwind formulation in combination with
a minmod-limiter. The Yang-Shih low-Reynoldse turbulence

model is used. Full details of the numerical method are given in
Steelant and Dick16]. ! '

tau num
gammaexp %

08

Table 1 Description of the flat plate test cases
Case || Ui(m/s) | Twie(%)

T3A 5.00 3.14
T3C1 || 6.12 7.78

Tau, Gamma

04

Table 2 Description of the turbine test cases

Case | Moy, | Tui(%) | Twie(%) | Recp

0.2 -

6 ; ; ; i . ; .
MUR239 0922 6 4'52 2.10 OO 50000 100000 150000 200000 25;:?000 300000 350000 400000 450000 500000
MUR245 || 0.924 4 3.34 2.10°
6 Fig. 3 Evolution of = along the wall for T3A compared with
MUR241 || 1.089 | 6 452 2100 [o.3 Swowton of
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Fig. 4 Normal variation of 7 prior to the transition point for

T3A compared with the suggested free stream factor
0.008

Also here the agreement is very good. These results clearly shc  *™ [’

that the modeling of the diffusion and the growth of the turbulens
spots is well described by the present transport equation. for
Figure 5 gives ther-evolution for T3C1. The symbols do not \
correspond here to experimentally measured intermittency da x
They were derived from the measured skin friction using the lin ’
ear combination of laminar and turbulent skin friction correla-
tions. Despite this approximation, it gives a good idea about tt R e
expectedy-distribution. The numerically obtaineddistribution o , ; . i . ;
near the wall corresponds very well with the experimentally de 0 100000 200000 300000 400000 500000 600000 700000 800000
rived data.
In Fig. 6, the skin frictionC; of the two test cases are shown agig. 6 Skin friction coefficient for T3A  (top) and T3C1 (bottom )
functions of Reg. The lower line in theC; plot represents the
exact Blasius’ solution given bZ;=0.6644/Re. The upper line
represents the relation for the turbulent skin frictio@;
=0.445/Irf(0.06 Rg). The determination of the skin friction from & — % +(2+H) i due
experimentally measured velocity profiles is quite delicate. For a 2 dx

U dx °
fully turbulent boundary layer, the friction velocity is determine ; ; :
by fitting the log-law(Clauser techniqewith a corresponding Cll'he corresponding values are given b{symbols. The predicted

uncertainty of 5 percent—10 percent. During transition thigf-evolution is given by the full line. It is seen that both the
- . ' ansition point and length are very close to the experiments and
method cannot be used. Therefore the linear lew=y* of the P g y P

. : . ; h are within the above mentioned uncertainty bands.

viscous sublayer is used instead with a larger uncertainty of 101 experimental evolution of the shape factor, given in Fig. 7,
percent up to 25 percent as consequelidal. The Cy-values ob-  5reqdy starts to deviate upstream of the transition point from the
tained by this technique are given by'signs. TheC-evolution  |aminar value 2.59. This effect is more dominant at higher turbu-
can also be obtained by using the integral momentum equatiRice |evels. This drop is mainly due to the diffusion of the tur-
and the measured, H andUe: bulent eddies from the main flow toward the wall. Moreover, at
very high turbulence levelg.g., T3C}, these eddies induce fluc-
tuations in the laminar portion of the flow with corresponding
Reynolds stresses. These stresses slightly modify the Blasius ve-
locity profile resulting in a further drop of the shape factor prior to
transition. The numerically obtained shape factors have a slightly
slower drop due to the absence of laminar fluctuations in the cal-
culations.

Figure 8 shows for the T3A-case the profiles of the global
streamwise velocity fluctuation’ at three positions during tran-
sition: near the start, the middle and the end. The global stream-
wise Reynolds normal stress? is, with the usual approximation
04 ] (u'?=Kk) given by

0.004

0002 | el : : 1

tau num
gammaexp X

08 : 1

Tau, Gamma

U= K+ (L= LT =T 2+ (5,77,

wherek, is the turbulence kinetic energy during the turbulent
phase. The term (& 1)k, is dropped as the laminar fluctuations
. , ‘ . _ , , , are neglected in the present calculations. This results in a lower
O 100000 200000 %0000 400000  s00000  edooe  7eco0  soooo  peak than measured near the start of transition. The use of a tur-
bulence weighting factor now results in a nonzero turbulence level
Fig. 5 Evolution of along the wall for T3C1 in the freestream before and in the beginning of the transition
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Fig. 7 Shape factor for T3A (top) and T3C1 (bottom )

zone in contrast to using the intermittency factarith no normal ol
variation [3,4]. The difference in the calculated and measured '
freestreanTw-level is entirely due to the inability of the underly-
ing k-e equations to model correctly the decay of the turbulence in .
the freestream. The typical high peéks percent up to 20 per- 0.0 * : 1
cen in the middle of the transition zone is predicted very well. .
Near the end, the peak drops off faster, toward the value of ap- S S
proximately 10 percent for a fully developed turbulent boundary
layer, than is obtained in the experiments. A possible explanation 0 s 10 g 2 2 3
is a too-large turbulence dissipation produced by the turbulence
k-e model. ) ﬁ

The present transition model on turbine test case MUR239 fg9: 8 Vu'“/Ue for T3A at Re,=169200 (top), Re,=238400

; . . TR . middle ) and at Re ,=344700 (bottom )

sults in the heat transfer and intermittency distributions given I
Fig. 9. The heat transfer coefficient and the intermittency factor on
the pressure side are placed on the left-hand side, while those on
the suction side are placed on the right-hand side. The overall
distribution agrees very well with the experimental results, which
is mainly due to the correct prediction of the evolution of th@). On the pressure side, the transition is not completed, as the
turbulence weighting factor near the wall. The predicted hebitermittency reaches about 70 percent near the trailing edge. The
transfer rate in the pretransitional boundary layer is generaligentropic Mach number distribution is given in Fig. 10 together
lower than the experimental values both on the suction and pra&gth the only available experimental results taken at slightly dif-
sure side. At high freestream turbulence, velocity fluctuations aierent Mach numberéM,;;=0.875 and 1.0
induced in the boundary layer prior to transition. This inherently Lowering only the turbulence level to 4 percefMUR245
results in higher heat transfer rafds]. This mechanism is, how- reduces the spot production parameter such that a shock wave
ever, not incorporated in the present model. A possible methagpears within the transition zor{€ig. 11). The sudden rise in
dealing with freestream turbulence effects is the model proposkeat transfer is very well predicted but it ends with a too-large
by Volino [19]. Here, pure laminar values are obtained which amevershoot. On the pressure side, the intermittency evolution is
almost identical to the lowlfu-level data Tu=1 percent). The lower than in the previous case due to the lower turbulence level.
fully turbulent level is higher than the experimental level. Thi©n the suction side, however, the intermittency undergoes a steep
can be attributed to the underlying turbulence model. The neamerease downstream of the shock. This leads to a shorter transi-
wall distribution of the turbulence weighting facter which cor- tion zone ending before the trailing edge. The corresponding isen-
responds with the intermittency factgr indicates that the transi- tropic Mach number distribution is given in Fig. 12 and differs
tion is almost completed on the suction si@shed line in Fig. slightly on the suction side from the result in Fig. 10. The pres-

u/Ue
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Fig. 9 Heat transfer distribution for MUR239 (Tu;

=6 percent ); full line: calculated heat transfer, dashed line: in-
termittency (X 1000), symbols: experiments (other Tu; also
shown )
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Fig. 10 Isentropic Mach number distribution for MUR239; full
line: calculated, symbols: experiment
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Fig. 11 Heat transfer distribution for MUR245 (Tu;

=4 percent ); full line: calculated heat transfer, dashed line: in-
termittency (X 1000), symbols: experiments (other Tu; also
shown )
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Fig. 12 Isentropic Mach number distribution for MUR245; full
line: calculated, symbols: experiment
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Fig. 14 Heat transfer distribution for MUR241
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ence of a thinner, laminar layer allows a longer persistence of the y’ ’ =

[ r > _ fluctuating velocity componenfsn/s|
low pressure region than in the MUR239 case ending with a shock

vy = intermittency factor

wave. & = boundary layer thicknegsn]

Increasing the outlet isentropic Mach number frol, ;s = dynamic viscositykg/m/s|
=0.922 in MUR239 toM2Yi5=1.089 in MUR241, results in a e = turbulence diSSipatiOQ'T‘I2/S3]
lower pressure distribution on the suction side but has little or no v = kinematic viscositym?/s]
effect on the pressure sidEig. 13. The higher acceleration in the p = density[kg/m]
regions= 30 to 40 mm compared to MUR239 decreases the spot T = turbulence weighting factor
growth resulting iny= 15 percent at positios=40 mm instead of 6 = momentum thicknesgm]
the 26 percent value in the MUR239 cd§ég. 14). The decelera- w = freestream factor
tion from s=40 to 50 mm increases the spot growth again with .
sharp rise in heat transfer as a consequence. The slightly acce bscripts
ated region further downstream attenuates this rise. Near the aft, 0 = total value
the heat transfer rate ends with a peak due to the presence of a 1 = inlet value
shock at the trailing edge. On the pressure side the intermittency 2 = outlet value
distribution is almost identical to MUR239 due to the identical i = inlet
pressure distribution. inc = incompressible

] is = isentropic

Conclusion | = laminar state

The use of conditioned Navier-Stokes equations in combination '€ = leading edge

with a transport equation for the “turbulence weighting factor”
allows the calculation of transitional skin friction and heat transfer

s = start of transition =1 percent)
= turbulent state

distributions. The numerically obtained results are in good corre- W = wall value
spondence with the experimental data. Besides pressure gradientM = ¥V'th 't\/'aCh number effect
% = freestream

and turbulence level, the effect of compressibility needs to be

taken into account to assure the correct prediction of both tiSeiperscripts

transition onset and length. The present model, however, does not ~
allow the prediction of the higher turbulence kinetic energy or the
higher heat transfer rate in the pretransitional boundary layer. This

conditioned Favre-average
= conditioned Reynolds-average

pleads for a further extension of the model to incorporate th®eferences

physics of the freestream pressure fluctuations affecting the un-

derlying boundary layer.
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Stability of the Base Flow to
Axisymmetric and Plane-Polar
..uu | Disturbances in an Electrically
6. Tamage § Priven Flow Between
e | INfinitely-Long, Concentric

The Pennsylvania State University,

University Park, PA 16802-1412 CVI i 1] d ers

J. S. Walker
Department of Mechanical and The method of normal modes is used to examine the stability of an azimuthal base flow to
Industrial Engineering, both axisymmetric and plane-polar disturbances for an electrically conducting fluid con-
The University of lllinos, fined between stationary, concentric, infinitely-long cylinders. An electric potential differ-
Urbana, IL 61801 ence exists between the two cylinder walls and drives a radial electric current. Without a
magnetic field, this flow remains stationary. However, if an axial magnetic field is ap-
plied, then the interaction between the radial electric current and the magnetic field gives
rise to an azimuthal electromagnetic body force which drives an azimuthal velocity.
Infinitesimal axisymmetric disturbances lead to an instability in the base flow. Infinitesi-
mal plane-polar disturbances do not appear to destabilize the base flow until shear-flow
transition to turbulence.[DOI: 10.1115/1.1335497
| Introduction DC electromechanical energy converters that operate in the pres-

.ence of magnetic fields. Typically, solid copper digks rotorg
We have used the methad of normal mades to treat the Stab”ﬁ?’e mounted on a shaft, and the tip of each rotor is shrouded by a

of an electromagnetically driven swirling flow with respect to tw%tationary copper surfac@r statoy. Sliding electrical contacts
ty_pe_s of infinitesimal distqrbances. An electrically Condl_Jcting l.io'\?vhich provide low-resistance currént paths between the rotor’tips
uid IS c_o_nflned to th_e radial gap between two concentric, statiof; 4 shrouding stators, carry DC current between the outer periph-
ary, infinitely long, circular cylinders, as shown in Fig. 1. There i3y of each rotor and stator surface. A liquid metal in the narrow
an externally applied, uniform, steady, axial magnetic field. A ap between the rotor tip and concentric stator surface replaces
external power source produces a constant voltage difference Ber graphite brushes to act as a sliding electrical contact. Details
tween the two concentric cylinders, which are perfect electricgt the ‘application for liquid metal homopolar devices have been
conductors. The voltage difference drives a radial electric currefitiaileqd by Stevens et 4lL]. The ratio of the axial length scale to
through the liquid, and this current interacts with the axial magpe ragjal length scale in the narrow gap region is on the order of
netic field to produce an azimuthal electromagnetic body foreg) Therefore, the central region of the liquid metal sliding elec-
(EMBF) which drives the swirling flow. The azimuthal flow in- yical contact behaves in a manner similar to that of two infinitely
teracts with the axial magnetic field to produce a radial inducggng concentric cylinders. Instability issues of a liquid metal slid-
electric field which partlally cancels the static electric field _due tthg electrical contact involve both that of a rotating inner surface
the externally applied voltage difference, so that the azimuthghd that of an electrically driven flow. While the instability asso-
velocity and the radial electric current are intrinsically coupled igjated with that of a rotating inner cylinder has been explored, the
the base flow. For cylindrical coordinates;,§,z* with the z* instability associated with an electrically driven flow has not.
axis along the centerline of the two concentric cylinders, the ex-
ternally applied magnetic field Byz, where the asterisk denotes
a dimensional variableB, is the magnetic flux density, arfde,z
are unit vectors for the cylindrical coordinates. The voltage of the | N
outer cylinder minus that of the inner cylinderAs. Both B, and . AL
A¢ can be positive or negative, so that the swirling flow can bein | T
B2

the positive or negativé direction. We normalize the liquid ve- 7
[
r

.
4

locity with A¢/LB,, wherelL is the radial distance between the
two cylinders, so that the dimensionless azimuthal base-flow ve-
locity v 4o(r) is positive for all combinations 0B, and A¢. The I
dimensionless coordinatesand z are normalized by.. Moving I =0y — L~ ¢ =0, +20
radially outwardp 49 increases from zero at=R to a maximum | AN s

|
|
[}

Electrically Conducting
“ Liquid

Z
AN

U g0 max &L r =T max @and then decreases to zerorat(R+1).
This configuration and magnetic field orientation are of signifi-
cance to homopolar devices, which are high-current, low-voltage

Contributed by the Fluids Engineering Division for publication in ticeJBNAL StathﬂafY Perfgctly
OF FLUIDS ENGINEERING. Manuscript received by the Fluids Engineering Division Conducting Cylinders
March 6, 2000; revised manuscript received September 7, 2000. Associate Editor:
Y. Tsujimoto. Fig. 1 Schematic of the electrically driven flow problem
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Therefore, before coupling both effects, each should be undshow that the effects of changing depend on the magnetic
stood in turn. In this work, only the effect of the electricallyfield strength. For example, for counter-rotation with the angular
driven flow on stability will be considered. As to the magneti®elocity of the inner cylinder equal to ten times that of the
field configuration, a purely axial magnetic field orientation iQuUter cylinder,(1) the Taylor-Couette flow foR=19 is more
favored over a skewed magnetic field orientation since there gt@cle than that foR=0.111 when the magnetic field strength is

eddy current losses associated with a radial component of thgOW @ certain value, an®) the flow for R=19 is less stable
magynetic field 2] P than that forR=0.111 when the field strength is greater than this

L - lue.
There are some similarities between our stability problem aH&With one exception, all the studies mentioned so far only con-

me clas_sllcal Ta;tl)lotr\;VCoue:te problem,tvx_/he_refa _Ithluldl IS conf_lnecli Bdered axisymmetric perturbations in the linear stability analysis
€ radial gap between two concentric, infinil€ly fong, circuighy Taylor-Couette flow with or without a magnetic field. Based on

cylinders, and a swirling flow is generated by the rotation of On@xperimental data, Roberf®] conjectured that for sufficiently

or both cylinders about their centerline. An inviscid linear stabilit)étrong magnetic fields, the most unstable mode might be nonaxi-

analysis indicates that the Taylor-Couette flow without a magnelgmmetric, but his numerical results indicated that the most un-
field is stable or unstable fa#>0 or «<0, respectively, where gip1e mode was steady and axisymmetric for all cases he consid-
“:d(r|l’00|_)/dr is the gradient of the absolute angular momensyeq. Recently, Chen and Chaf#i2] showed that in certain
tum per unit mass in the base figy8], Chapter 3. With viscos- gjiations, the most unstable mode is unsteady and nonaxisym-
ity, the Taylor-Couette flow is only prone to instability wheremetric for Taylor-Couette flow with an axial magnetic field. For
a<0. Taylor[4] distinguished between two cas¢$) corotation oy electrically driven flow, we have considered two types of
with both cylinders rotating in the same direction or one cylindgpfinitesimal perturbations to the azimuthal base flow. First, we
atrest, so that is either positive or negative over the entire radia¢onsidered axisymmetric perturbations, i.e., we set the azimuthal
gap, and(2) counter-rotation with the two cylinders rotating inwave number equal to zero, and we found the axial wave number
opposite azimuthal directions, so that<O for R<r<r, and for the most unstable mode for each magnetic field strength and
a>0 for r,<r<(R+1). Here,r=r, when «=0. For our radial gap. The most unstable axisymmetric mode was always
base flow,a>0 for R<r<r,, and <0 for r,<r<(R+1), steady. Second, we considered plane-polar perturbations, i.e., we
wherer , is always slightly larger than,,. Thus our base flow is set the axial wave number equal to zero, and we searched for any
similar to the Taylor-Couette counter-rotation case in that azimuthal wave number with an unstable mode. Our motivation
has different signs in two parts of the radial gap, but ouor treating plane-polar modes parallels that of Robg®fs the
instability-prone region witke<<0 is near the outer cylinder, while azimuthal perturbation vorticity in an axisymmetric mode is
that for the Taylor-Couette counter-rotation case is near the inngrongly damped by an axial magnetic field, while the axial per-
cylinder. turbation vorticity in a plane-polar mode acts as a generator on
The effects of an externally applied, uniform, steady, axiapen circuit, i.e., a static electric field develops to cancel the in-
magnetic field on the Taylor-Couette instability were first consicduced electric field due to the perturbation velocity so that there is
ered by Chandrasekhfs], who used the narrow-gap approximano electric current and no magnetic damping. Again, paralleling
tion, i.e., an asymptotic solution fd&R>1. The role of the uni- Roberts[9] we found no unstable plane-polar modes short of the
form, axial magnetic field in the Taylor-Couette problem is quitghear-flow transition to turbulence.
different from its role in our problem. For the Taylor-Couette Richardsor{13] presented a linear stability analysis of a swirl-
problem, the base-flow azimuthal velocity is entirely independeirtg flow which is closer to our electromagnetically driven flow
of an axial magnetic field, while the steady, axisymmetric flowhan Taylor-Couette flow is. He treated the flow inside a single
perturbations considered by Chandraselrinteract with the infinitely long cylinder due to a rotating magnetic field, which is a
magnetic field to generate electric current circulations. Theery weak transverse magnetic field that rotates about the center-
Joulean heating associated with the perturbation electric currelie of the cylinder at some constant angular velocity and drives a
augments the viscous dissipation to stabilize the flow. The stabteady, azimuthal flow whose velocity is much less than the radius
lizing effect of a uniform axial magnetic field on Taylor-Couettdimes the field’s angular velocity. The single cylinder corresponds
flow predicted by Chandrasekhidd] was verified experimentally to R=0. Like our base flow, his 4 increases from zero at=0
by Donnelly and Ozimd6]. For our electromagnetically driven to a maximum at =r,,, and then decreases back to zera at
base flow, there is no flow without a magnetic field. As the mag=1, so thata>0 for O<r<r, and a<O for r ,<r=<1, i.e., the
netic field strength is increased, the base-flow velocity increagegion prone to a Taylor-Couette type instability is close to the
until the induced electric field becomes comparable to the staperiphery of the liquid region. There are two major differences
electric field. between our problem and that treated by Richardd®j. First,
Weinstein[7] considered the Taylor-Couette problem with gor his base-flowr, is very close to one so that the instability
three-dimensional magnetic field which altered the radial variatigifone region represents a very small fraction of the radial gap. For
of the base-flow azimuthal velocity, but we only consider oupur problem with a narrow gap, the profile is parabolic so that
flow with an axial magnetic field. Chandrasekh@} and Roberts is slightly more than R+0.5) and nearly half the radial gap is
[9] showed that a uniform axial magnetic field has a more staitone to instability, i.e.r ,=19.502 forR=19 with the liquid in
lizing effect in the Taylor-Couette problem when the cylinderd9<r=20. As the gap width increases relative to the inner cylin-
are perfect electrical conductors than it does when they &fler radius, the region witix<O decreases slightly, but remains
electrical insulators. Chang and Sart¢@0] provided a physical close to half the gap, i.er,,=1.528 forR=1 with the liquid in
explanation of the increased magnetic stabilization with condudt=r=<2. Second, the only role of the magnetic field in Richard-
ing cylinders. Since our cylinders must impose a voltage diffeBon’s problem is to produce a steady azimuthal body force which
ence across the liquid and provide the electric current driving ti§éives the base flow, and there is no magnetic damping of pertur-
base flow, only perfectly conducting cylinders are Consider&ﬁtlons. As noted earlier for our problem, a significant axial mag-
here. netic field is needed to drive the base flow so that there is always
Robertg9] considered the Taylor-Couette problem with a finitéhagnetic damping of perturbations.
radial gap, i.e., for a finite value dR. For a stationary outer
cylinder withR= 19, i.e., with the liquid in 1&r =20, his results ; ;
agreed well with the narrow-gap results of Chandrasekfai I G_e_neral Governing Equations and Boundary
for R>1. Soundalgekar et al.11] treated the Taylor-Couette Conditions
problem with electrically insulating cylinders, with a uniform In cylindrical coordinates with no gravitational effects, the di-
axial magnetic field, and with an arbitrary radial gap. Their resulteensionless governing equations are
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Nl( Do, v%) _op The walls of both cylinders are solid, stationary, perfect electric

DT (?—+j P conductors. Therefore, the appropriate boundary conditions with
r r respect to the velocity and the electric potential function are
v, 2 dv S _
+Ha_2 VZUr_ r2r r_2(7_00)1 (1&) U—¢—O, atr=R
v=0, ¢=1 at r=R+1.
N 1(%+ U’v") = Eﬂ_p_jr The governing equations together with the boundary conditions
Dt r rae form a well-posed problem with parametd®sN, andHa.
29 For a linear stability analysis, we will use the method of normal
Uy Uy . . . . _
+Ha 3 Vv, 5+ — ) (1b) modes, in which a disturbance is superposed on a base flow solu
r< r<oo tion denoted by the subscript 0. Here, the base flow solution is
Dv ap K
-1--z__“F —2y2 P
N Dt 0Z+Ha Vivz, (19) Jro r’
v, v, 1dv, v, r (R+1)? R?
74_?4_?(9_9_‘_570, (2d) Ugo—HazK §|nl'+ r— p 2(2R+1)|H(R)
. . . . 2 2
dir ir 1diy i, ( R) (R+1)
R AT AL T L —|r——|z5=—=IN(R+1)|,
ar N r - r ado * Jz 0 (1e) r/2(2R+1) ( )
. g 7”%)0
Ir==71ve (1) Po=Nr:
2 2 2 2
. 19¢ r r‘—R
jo== =5, (1g) O—HaZK[ZInr—ZInR— 8
e 7203 +r2— i R2+12I(r” R InR
- nl=||z==—=In
== (1h) ( "Il g 2(2R+1)
2 2 2
where rr-r* r” ]
—|—=—R°In| 5| |z7755—-In(R+1) —kIn(r/R),
D 4 a v, d a { 2 R/J2(2R+1) (R+1) (/R
Dt ot Vo T 96 Y%z where
and . . ope|  2RFL R2R+1)2[ [R+1\]2 (R
oo O to 1o 9 - 8  2(2R+1) R "R )

St =t 5=+ .

arc rdr redl oz .
with K<0 for 0<Ha<e and 1<(R+1)/R<c, andv,,=vy

Equations(la—c) are the radial, azimuthal, and axial components: j ;o= ,=0.

of the Navier-Stokes equations, respectively. Conservation ofThe disturbance is assumed to be of the form,

mass and charge are given by E(sl, e), respectively. Equations

(1f—h) are the radial, azimuthal, and axial components of Ohm’s p(r)ell(n?Hkzanl) (2a)
law for a moving conductor, respectively. The variabdes v, [i(n6+kz—\1)] 2
andv, denote the radial, azimuthal, and axial components of the py(r)e ) (2b)
velocity vector, respectively. The pressure is denoteg,land ¢ G,(r)elino+kz=xo]. (2c)
is the electric potential function. The electric current density in the

radial, azimuthal, and axial directions gre j,, andj,, respec- jl(r)e[i(nwszxt)], (2d)

tively. Finally, there are two dimensionless parameters: the Hart- ) ) )

mann number and the interaction parameter, which are defined/ere the amplitude of the disturbance, edy(r), is complex.
Ha=BoL yoTz and N=oB3L2p(A¢), respectively. Herep is The real, integer azimuthal wave number is denoted;yis the

the density of the fluidu is its molecular viscosityg is the real axial wave nur_nber; ar?d=)\r+_|)\i , Wh?fe)\r_ is the circular
electrical conductivity,A¢ is the electric potential difference frequency, and\; is the attenuation/amplification factor. K;
across the radial gap, ar, is the magnetic flux density. The <0, then the disturbance will attenuate or decayl-0, then
Hartmann number represents the square root of the ratio of i disturbance will be amplified or grow. And,X{=0, then the
EMBF to the viscous effects, and the interaction parameter is tHiSturbance will oscillate: it will neither decay nor grow. )
ratio of the EMBF to the inertial effects. The nondimensionaliza- The linearized disturbance equations are obtained by substitut-

tions used to establish Eqda—h) are ing the base flow variables together with the disturbance variables
[Egs. (2)] into Egs.(1), subtracting out the base flow equations,
N . N 2B, and then neglecting any term in which two or more disturbance
r*=Lr, z*=Lz, t*= mt: quantities appear:
in 2 d
aoB9) o oAe). Nl[—i)\v,l+ 00— S0 0|+ d;"rl
LBy ' L
d?v 1dv 1+n?
¢*=dut(Ad)$, and p*=0(A¢)Bop, =jptHa ? gt g : 2 Lo
where an asterisk denotes a dimensional variable. The dimen- .
sional electric potential of the inner wall is given I, , andL — K2 — 2in v (3a)
represents the dimensional radial gap width. I
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_ . in dU.go U g0 in
N 1[I)\U01+TU60U01+(T+T Ur1 +Tp1
_ Jd%vy 1duy (1+n?)
=—j;+Ha? arz 77 ar ;2 Vol
5 2in
—Kvgt Tz Ul (3b)
o in .
N —iNvpy+ T Va0V +ikp,
_ d2U 1 1 dU 1 n2
=Ha 2|: dr2Z F er _r_ZUZl_kzvzl ' (3C)
dl) 1 Urq in X
ot T vmtikua=0, (d)
dji1 ja in. -
it T intikia=0, (3)
. déy
Jrl:_W"'U«?lr (3f)
] in
J91=_T¢1_Ur11 (39)
jzn=—ik¢y, (3n)

with Urlzvﬁlzvll:jfl:j61:jZl:¢l:01 at r=R and at

r=R+1.

diri 1, .

ar +T+|kal—0, (4e)

. d¢,

In== 4y Tva (4f)
Jor=—vr1s (49)
jn=—ikey, (4h)

with
vr1=vgl=vzl=0 at r=R (Sa)
jri=in=ja=¢1=0 atr=R (5b)
Vi1=vg=v,=0 atr=R+1 (5¢)
In=ln=ja=¢:1=0 atr=R+1 (5d)

From Eq.(4g) we see that the azimuthal electric current density
je1,» due to the induced electric field, produces an EMBF that
opposes the radial component of the disturbance velogityand
results in damping of the disturbance. The system of equations
given by Egs.(4a—h) can be further reduced to two unknowns,
v,1(r) andj,,(r), as follows. From Eqsi4d, €), v,; andj,; can

be written in terms ob,; andj,,, respectively:

. . . and
Rather than consider the full problem, we will consider the two

limit cases. At one extreme is the problem that is closely related to _ i
the classical Taylor-Couette instability. Wikk>0 andn=0, the
disturbance is axisymmetric and toroid@aylor) vortices whose

axes are aligned with appear. This flow will be strongly dampedTo relate; to j,;, introduce Eq(4h) into Eq. (6b):

by an axial magnetic field. At the other extreme witk0 and
n>0, the axes of the vortices are aligned withand the distur-
bance is plane-polar. There is zero EMBF opposing the distur-

7| dl}rl Urq
va~klgr T (62)
djrl jrl
o=yl ¥ 7 (6b)
1 djrl jrl
‘/’l_P[W*T @

bance modes in this case. As a consequence of the alignment of
the vortices either with the azimuthal axis or with the vertical axiy substituting Eq(7) into Eq.(4f) a relation between 5, andj,

the critical mode will change frork>0 andn=0 for Ha<1 to
k=0 andn>0 for Ha=1. We will begin by considering the axi-

symmetric disturbance.

Il The Axisymmetric Disturbance: k>0 andn=0
LA Analytical Formulation.

axisymmetric. Equationé3) reduce to:

N~ —ixv _z
rl rUaoval

dpl _ d2U 1 1 dU 1 1
=~ gr HatHa g T2 R oa),
(4a)
. dvgy  vgo
N [ iINVgp+ W r Ury
_ dzvgl 1 dvgl 1
jritHa? ar? FT—(r—erkz vor[, (4b)
d%v 1dv
—i)\ule_lzkpl-i-Ha_z dr221+rd—:l—kzvzl , (4C)
dv v
d—r’l Trl+ikvzl=0, (4d)
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With n=0, the azimuthal
variation of the disturbance is zero, so that the disturbance iTDF

is established,

Ldin_in
rodrr?|

2.
1 [d Jn (8)

Uelzjrl_p F

If v, is replaced in Eq(4c) by i/k[dv,,/dr+uv,,/r] from Eq.
(6a), thenp, is known in terms ob,:

Ha 2[d% 2 d%v 1 dv 1 k2

2 T+ — (_2+ 2|—= 4| 5= —|on
k dr r dr r dr r r

iA dv 1

B VR |
+ kzN dr + r Url . (9)

The governing equation far,; is established by substituting Egs.
(4g), (8), and(9) into Eq. (4a):

. dZUrl 1 dUrl 2 l
—IAR%W-FFT— k+r—2 Ur1
- d40r1 2 dsl]rl 2k2+ 3 dzl]rl
Todr® Ty odrd 2] dr?
3\ dv,y 2k? 3
—(Zkz— r_z)d_rr+ k*+ Halk?+ r—z— r—4)vr1
2 dzjrl 1 djrl 2 1 .

+FRev90 W—FFW— k+r—2)Jrl, (20)

with
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v,1=0 atr=R and atr=R+1. (11a)
dUr]_
ar =0 atr=R and atr=R+1. (11b)

Here, Re=H&?/N=pA ¢/ uB,. The second boundary condition,
Eq. (11b), comes from the continuity equatidieq. (4d)] with
v;=0 atr=Rand atr=R+ 1.

To obtain a governing equation f¢y;, substitute Eq(8) into
Eq. (4b) to replacev 4, with terms involvingj,, :

. dzjrl 1 djrl 2 1 .
"”‘&{W FW‘('”FZM
:d4jrl Edgjrl_ 2k2+i dzjrl
dr* " r drd r2) dr?
3\ 1dj, 2k? 3
_ 2_ |- a4 4 20 — ;i
(Zk rz)r ar k*+ Hak?+ = in
dvgo | Vo
2 60 %0
+Rek ar v (12)
From conservation of charge, E@e),
dir1 N B
WJrT—O, atr=R and atr=R+1. (13)

A second boundary condition for the radial disturbance electric

current density component can be found through @8, with
vp=0 atr=R and atr=R+1:

dzjrl
d°r

1 djrl

r dr

jr1=0.

1
(k2+r_2

and (S+2) represents the highest-order polynomial. The series
representation is substituted into the transformed version of Egs.
(10), (13) and the boundary conditions to obtain:

S+2 S+2

—in Rezo st,jaS:Eo Q4. ,a;
s= s=

A more compact form of this boundary condition is found by

adding and subtracting the tefim /r? to the above equation, then
applying Eq.(13a) to obtain:
dzj rl
dr?

2
_(k2+r_2)j’120’ atr=R and atr=R+1.
(130)

LB Numerical Formulation.  Equations(10) and(12) to-
gether with the boundary conditiopgqgs.(11) and(13)] form an
eigenvalue problem whose parameters &ewhich is a measure

of the gap width;k, the axial wave number; Re, the Reynoldsvhere

number; and Ha, the Hartmann numbéxote that whenR is
large, the gap width is narrowTo establish the neutral stability

curve, choose values f&, k, and Ha, then determine Re such that

the imaginary portion of the eigenvalug,, is zero. To this end,

a collocation technique is used in which the unknowns are repreny, =
S,)

sented by Chebyshev polynomidld4], pp. 65-7Q. Since the
Chebyshev polynomials are defined on the interval freth to
+1, the radial coordinate will be redefined as:

{=2r—(2R+1)

such that{ is between=1 whenr=R and R+1, respectively.
This coordinate transformation is applied to E¢E0—13. Both

S+2
2
+ ;Reveo(rj);) Q24bs (14a)
S+2 S+2
—iNReY, Q24bs=, Qb
s=0 s=0
Rek? d[1 v go(r))] e
r_+f'20 Ty({)as (14b)
J =
S+2
2—:0 as=0 (140)
SS;VEI"I
S+1
21 a;=0 (14d)
s odd
S+2
Zo szaszo (14
SS;VEH
S+1
21 s?a;=0 (149)
s odd
Sizb N 1
2ol "o
Si:z b 25 1] 14
5:0<_ ) S(a_l)_ N ( )
SiZb 48’(s*-1) 2 ~0 14
~ " 3a-1) ° al o
S§ o D e ol 14
s:O( ) S 3(3_1) a (41)
4 , 2 ) 2, 1
st,j:WT5(§1)+ WTS(Q)* k +r—j2 Ts(gl).
TiU + 1 -I—m
@7 (a-1)°r (&)
e S 2
(a—1)2 re (&) (a—1)
3 2k* 3
+[ 26— r—;)Tg@jH ki +He'k?+ —— r_f‘)TS(gj)’
i J ]

the disturbance velocity,,; and the disturbance electric currentandj=1,2;--,(S—1) are associated with the collocation points.
densityj,, are now represented by Chebyshev polynomials whidbquations (14a,b) must be satisfied at theS(-1) collocation

are functions ofZ,

S+2 S+2

vrl<§>=s§O a.T(y) and jrl<§>=5§O beTs({)

where ag and bg are unknown coefficientsT¢({) denotes a
Chebyshev polynomial of ordex

Ts({)=cod sarcco$()], with O<arccosl)=<r,

Journal of Fluids Engineering

points, which are given by;=cos{n/S), j=1,2;--,(S—1). For

a givenR and Ha this system of equations, E¢fsla—j), is solved
through the MSIMSL subroutine DGVLCG to determine when

is zero, at which point the flow is neutrally stable. The results
presented here are with=26.

An alternative solution technique was used to check the results
from the eigenvalue solver. Here, the system of equations, Egs.
(10-13, was solved with a collocation method in conjunction
with a Crank-Nicolson technique to determine whether the solu-
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tion attenuates or amplifies with time. This technique is describsthble. There were no significant differences $aapproximately
by Morthland and Walkef15]. Unlike the previous approach, anybetween 20 and 30, depending on the parameters. Howeves, for

disturbancey; (r)e~ M is replaced by, (r,t), and the coefficients
in the Chebyshev polynomial representation are functions of time:

S+2 S+2

vrl<z,t>=20 al(t)T(¢) and Jrl<z,t)=§O bo(H) T<(0).

S+2
Therefore,dv,,(¢,t)/ot= 3 [(al'—al 1)/At]T4(¢), whereal
s=0

=ay(t,,) at the current time stefy, and ag“’lzas(tm—At) is at
the previous time step. The governing equatipBgs. (10) and

greater than approximately 45, the results were not reliable.
Both the eigenvalue technique and the Crank-Nicolson solution
were in good agreement.

III.C Axisymmetric Results and Discussion. Before pre-
senting the results for the problem described by E§6—-13,
consider the inviscid case. As noted in the introduction, if viscous
effects are neglected in Eq4.0) and(13), then stability hinges on
the sign of the gradient of the absolute angular momentum per
unit mass@=d(r|vg|)/dr [3]. If «is negative, then the flow is
unstable. This is indeed the case here, where for any given value

(12)] and boundary conditions, when the Crank-Nicolson tec/f R and Ha, there is a region in the flow field for whiehis

nique is applied, can be written as:

St2 At s+2 At
52::0 ag st,j_2_|;\>eQ4s,j +;) b;n{_r_jvt)o(rj)QZZ,j
Si2 At
_ “1
—;) ag | Q2+ 2_ReQ45*'}
s+2

+ > bt
s=0

S+2
S gnf _ ALK Al a(r))]
S 2 T dr

At
TU(}O(rj)st,j
j

s=0

Ts(gj)]

S+2 At

2 b;“[st,,— -5 Re%,;}

<7 At K2 d[r;v40(r))]

-1
= am
520 s {2 r dr
S+2

+2 b0t
£

0

Ts(gj)]

At
Q2+ mQ%,j

S+2 S+1 S+2 S+1

m__ m__ 2 m__ 2, M_
E 35—235—2 sas_zsas_l
s=0 s=1 s=0 s=1

s even s odd

1 . 2
a1 " a :;) (=105 (a—l)l}

4s%(s*-1) ., 2

3(a-1) = a

b’

s=0
S+2

B om 45?(s?*—1)
—%( 1)%b]

3(a-1)

k22}=0.

The coefficientay' andby' are to be determined. For small Hart-
mann numbers, the time step was seAte=0.1, with larger steps
possibly resulting in immediate divergence of the solution, and
smaller steps converging to the same resultdtas0.1. For large
Hartmann numbers, however, the time step must be smaller, vary-
ing as QHa ?). As time increases, the coefficients initially in-
crease in value, then decrease if the base flow is stable for a
particular disturbance. Otherwise, the coefficients continue to in-
crease. In either case, there is no evidence that any of the coeffi-
cients oscillate with time. The largest coefficient appeared to be
a,. Therefore, to determine whether a particular set of parameters

leads to an instability, an amplification-attenuation factdr,is

defined: G=a5"%a}"®. Results using other definitions, such a
G=a3"%a3>", did not produce significantly different results. |

fnormalized radial coordinate;

negative. This region of instability occurs nearer the outer cylin-
der atr =R+ 1 rather than the inner one et R.

One may anticipate that will play a role in the stability of the
viscous flow as well. Therefore, it is necessary to consider both
vgo ande. If vy anda are normalized with respect tg,, _, the
maximum base flow azimuthal velocity, and the radial coordinate
is normalized byR+ 1, then for a given value dR all plots col-
lapse onto each other regardless of Ha, as shown in Figs.2
for R=4.0 and 0.25. AR is decreased, the radial gap width
increases, and the radial electric current is more concentrated at
the inner radius than at the outer one, so that there is a larger
azimuthal body force near the inner cylinder. As seen in Figs. 2
(a, b), this skews the parabolic profile so th%max moves toward

the inner cylinder resulting in a decrease of,{,—R) and an
increase of (,—R). Here, r,,,=4.481 for R=4.0, andr .
=0.637 forR=0.25. And,«=0 when

2

o R? | +1 (R 1 1
r=r,=ex Mn? +n( +1)— =,

-
o
4

o
™
!

o
[« ]
L

—o0—R=4.0
——R=025

o
'S
L

Normalized Azimuthal Velocity
o
[N

[l
1=

O

0.2 04 0.6 0.8 1.0
Normalized Radial Coordinate
ri/ (R+1)

(a)

20.0
15.0
10.0 -
50 |
0.0 12000000400, .o
5.0 1
0.0
150 |
200

—o0—R=4.0
——-R=025

Normalized Gradient of the
Angular Momentum

0.2 0.4 0.6 0.8 1.0

Normalized Radial Coordinate
ri (R+1)

(b)

‘lcfig. 2 (a) Normalized base flow azimuthal velocity versus the
(b) normalized gradient of the

G<1, then the solution decays, indicating that for that particul@ase flow angular momentum versus the normalized radial co-

set of parameters, the results are stablé&if1, the flow is un-
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Table 1 The maximum base flow azimuthal velocity with rmax  Table 2 The critical wave number and critical Reynolds num-

=4.481 when R=4.0 and r,=0.637 when R=0.25 ber for given Haand R
R 4.0 0.25 R 4.0 0.25
Ha Voomax Voomax Hanmarl::laNumber k Re k Re
3.162 0.680 0.582 3.162 16775 21266 | 1.156 171.21
10.0 1.338 1.290 10.0 18.367 210.61 1.249 139.01
31.62 1.482 1.468 31.62 14.632 922.60 1.055 580.19

which for R=4.0 occurs atr=4.51 and forR=0.25 atr of Ha correspond t@=Ha?=10, 100, and 1000, which is often
=0.811. Therefore, assuming that0 is a necessary condition the parameter used in the literatQr&he critical wave number,
for instability, the unstable region f&®=4.0 is approximately 49 k., initially increases as Ha increases, then decreases. An in-
percent of the entire flow domain, and whBs=0.25, approxi- crease irk., corresponds to a decrease in the wave length of the
mately 44 percent of the flow domain is sensitive to infinitesimalisturbance. The behavior &f, with In(Ha) is illustrated in Fig.
axisymmetric disturbances. Consequently, a slightly larger portidnfor R=4.0. Here,k is essentially constant until Hal, then
of the flow domain should be unstable f&=4.0 than forR increases linearly until Ha28.75, at which poink decreases as
=0.25. Note that withR=4.0 the gap width is narrower thanHa increases. The relationship betwadgpand Ha is similar for
whenR=0.25. R=0.25. To better understand wtky, behaves in this manner,
The maximum base flow azimuthal velocity is presented igonsider Figs. 5-7 witlR=4.0 and Ha=28.5, 28.75, and 29. In
Table 1. Two trends are apparent from Table(1): as Ha in- these figures, we observe that there are two competing wave num-
creasesp,, _increases for botlR=4.0 andR=0.25 towards a Pers, with the base flow being more sensitive to the wave number
. max . . . at the smaller Re. This is a bifurcation: with Ha below some
maximum of approximately 1.50 and 1.49, respectively; &é2)d

h . value, here that value is approximately 28.75, the base flow is
for a given Hap 4o _ is larger forR=4.0 than forR=0.25. Re-  more sensitive to infinitesimal axisymmetric disturbances at larger

garding the first trend, Ha can be viewed as a measure of twave numbersor shorter wave lengthsand for Ha above some
strength of the magnetic field. As Ha increases, the base-fid@lue, the base flow is more sensitive to disturbances at smaller
velocity increases until the induced electric field becomes comﬁﬁg‘ve numbergor larger wave lengthsAt this point, we are not
rable to the static electric field. Beyond this Ha the maximur@f!€ {0 explain why this is so. . _
velocity does not change. The second trend can be understood b or a dlfferint perspective, consider the effective Reynolds
considering two capacitor plates separating a material with Amber, R&=uviy L/v=vgq  Re. From Table 3 we observe that
known resistivity. For a given voltage difference across the platess Ha increases, Realso increases, indicating that the base flow
as the gap between the plates increases, the resistance increasesmes less sensitive to infinitesimal axisymmetric disturbances
and the net current decreases. The same is true here. For a gagithe magnetic-field strength increases. Furthermore, it becomes
A¢ the radial current decreases Bsdecreases, the radial gapclear that for the narrower radial gaB=4.0, the base flow is
widens leading to a reduced EMBF and a smaller maximum verore stable than with the wider radial g&ps 0.25. This suggests
locity. that the effect of the walls is to stabilize the flow.

For small Ha, one typical neutral stability curve is shown in Next, consider the stream lines fer= 0.25 with Ha=3.162 and
Fig. 3 forR=4.0 and Ha0.025. This figure is reminiscent of the 31.62. Both the abscissa and the ordinate have been rescaled, with
neutral stability curves found in the Benard-Rayleigh problenthe abscissa being=r—R, and the ordinate being2z/k; .
The disturbance attenuates whdqRe) values lie to the left of
the neutral stability curve, indicating that the base flow is stable
with respect to that particular disturbance. The base flow is un- 30

stable with respect to a given disturbance whieyRg) values lie
to the right of the neutral stability curve. Table 2 lists the critical
wave numberk,,, and the critical Reynolds number, Refor 25+
R=4.0 and 0.25 with H&3.162, 10.0, and 31.62These values
204
2
20 g 15
19 4 E
% 181 3 ]
! g 10
€ 171
E 16
: 3]
§ 154
:: 1 0 T 1 I i
1.63E+06 1.64E+06 1.65E+06 1.66E+06 1.67E+06 1.68E+06 1.69E+06 525 0 25 3 75
Reynolds Number, Re In Ha
Fig. 3 Neutral stability curve for Ha =0.025 and R=4.0 Fig. 4 Wave number as a function of In  (Ha) for R=4.0
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35 Table 3 The critical wave number and effective Reynolds

number, Re *=vj, L/v, for given Ha and R
¥- 30 i max
2 2] R 4.0 0.25
2
v 20 H
© a ) )
2 15 Hartmann Number k= Re k Re
10 T T T T
810 815 820 825 830 835 3.162 16.775 144.53 1.156 99.69
Reynolds Number, Re
Fig. 5 Neutral stability curve for Ha =28.5 and R=4.0 10.0 18.367 28187 | 1249 179.27
31.62 14.632 1367.30 | 1.055 851.76
Therefore, at the inner cylinder, whes R, ¢é=0; and at the outer

cylinder, whenr=R+1, £&=1. Here, the critical wavelength is
related to the critical wave numbex,,=2m/k., . Therefore, with

EEere 'f a stlr'ogg cloijkww(@rﬁountirclockwlshcllrCLlJ<Ia_t|0n| nekar cells increase in both radial extent and magnitude. The axial ex-
e outer cylinder and a much weaker counterclockWB&Iock- o of the cells initially decreases with Ha, then increases after

wise) circulation near the inner cylinder. Between the adjacefi,ication, After bifurcation, the cells become distorted, Fig. 10.

pair ?f nl()dlfl _plane?l, the C'rcma“?r?s arte opplt_)s(;te: Itfha S.trotnﬂwe strong clockwiséor counterclockwisgouter circulation be-
counterciockwise cell occurs near the outer cylinder, then N Mgeen one pair of nodal planes connects with the weaker clock-
adjacent nodal plane, there will be a strong clockwise cell near the

outer cylinder. Taylof[4], p. 327 made note of these cells, at-

tributing them to the fact that the surface along which the velocity

was zero separated the radial gap into two regions. However, he on
was quick to point out that the edges of these cells did not meet at —z
the zero velocity surface. In our case, there is no zero velocity

7‘cr
surface within the radial gap. However, there is a surface along
which « is zero. From Fig. 8, it is apparent that the edge of the 3‘89723_@\L MJ
cells do not meet at the=0 surface. For small Ha, the circulation
near the outer cylinder extends over a large portion of the radial
domain and is much stronger than that near inner cylinder. Further_ g g5
evidence of this is seen in the real and imaginary components of \
the amplitude of the radial component of the disturbance velocity,
v,1(r), Fig. 9. The imaginary part af,, is essentially zero when

Ha=3.162. The real part af,, illustrates that there are two cells,

35
5 30 - /\ E=r-R
E-
£ fZaa) A
% 20 Fig. 8 Stream lines for Ha =3.162 and R=0.25. The contour
3_ 15 interval for the right cell is 0.37, with the maximum occurring at
= the center of the cell. The contour interval for the left cell is 0.1,

10 . , - Py with the absolute maximum value occurring at the center of the

820 830 840 850 860 cell.

Reynolds Number, Re
14

. . (]
Fig. 6 Neutral stability curve for Ha =28.75 and R=4.0 E 12
a
30 § '
x 2% .§ 0.8 1 —e—real part of the amplitude
. @
§ E 08 —o—imaginary part of the
22 5 041 amplitude
5 £
f, 18 é 0.2 1
g e
S 2 52
10 02 04 06 0.8 1
830 835 840 845 850 855 ! (1) Normalized Radial G
Reynolds Number, Re Fig. 9 Amplitude of the radial disturbance velocity as a func-
tion of the normalized radial coordinate for Ha  =3.162 and R
Fig. 7 Neutral stability curve for Ha =29 and R=4.0 =0.25
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A than the flow withR=0.25, a wider gap. Finally, we observed a

2n bifurcation in which the nodal pattern changes from horizontal to
—z
Y skewed.
cr
Y/
IV Plane-Polar Instability: k=0 and n>0
In this case, the variation is in the azimuthal direction. There-
4.66 . fore, should an instability exist, the disturbance vortices would
— have their axes aligned with the z axis. Here, we only consider

Ha>1, and the base flow azimuthal velocity is independent of

L
A vyp=K Elnr+(r— ; 2(2R+l)|n(R)
R?\ (R+1)? |
- 4.66 \ - r_T 2(2R+l) n(R+1) ’ (15)
where K~ 1= —(2R+1)/8+[R3(R+1)%2(2R+ 1) ][In(R
./\'\ . E=r-R +1/R)]2. The disturbance electric current density vector is zero,
Lo > as is the axial component of the disturbance velodity=j

=j,1=v,=0. Equationg3) can reduced to a single equation in
Fig. 10 Stream lines for Ha =31.62 and R=0.25. The contour  terms of one unknowny,,. The disturbance quantities,, and
interval is 0.44. p;, then can be determined from Eq8d) and(3b), respectively.
To understand these statements, observe that from(35g,
with k=0, j,;=0. The azimuthal component of Ohm’s law, Eq.
wise (counterclockwisginner circulation from the adjacent nodal(3g), can be written as
plane. Therefore, the circulations cross the original nodal planes, .
creating a new nodal surface which is neither horizontal nor ver- b =[(j +v,q) (16)
tical. This behavior is reflected in the real and imaginary parts of 17 et
\lI}VrI%h mge;g;rg;rr?%%?iryp?; rtllf nﬁ&iﬁgﬂﬁ?ﬁ%gg&gﬂ tir?flgg‘;‘?%ke the first Qenvatlve of Ec{16)_ with respect tor and substi-
8-11 illustrate the bifurcation: the nodal surfaces undergo a tratrl‘f-te the result into Eq(3f) to obtain
sition from horizontal to skewed for Ha above a critical value. i [ djy

A very similar pattern is seen wheR=4.0. However, for Ha jri=— = rd—+j,,1), a7
=3.162 the meridional flow consists of one cell which fills the ny ar
entire radial gagnot shown here Therefore, a larger portion of where the velocity components have been eliminated through the
the flow domain is unstable whé®=4.0 than wherR=0.25, as yse of Eq.(3d). To generate an equation in termsjgf, Eq.(17)
anticipated when we considered the influenceaofAs Ha in- s substituted into Eq(3e) to obtain,
creases and the cell nea=R+1 contracts radially, a second, . )
weaker cell forms near the inner cylinder. Its circulation is oppo- L, 01 djo P
site to that of the main cell at the outer cylinder. Here, too, the 42 +3r Tﬂl_n )jen=0,
horizontal nodal surfaces are skewed upon bifurcation.

To summarize these results, the disturbances arise near @dg=Car ™™ +c,r*~", wherec,; andc, are constants to be
outer cylinder, where the flow is most unstable. These distufetermined by the boundary conditions. When the boundary
bances then spread radially inwards toward the inner cylindéenditions are appliedjy;=0 atr=R andr=R+1, both con-
However, as Ha increases, the EMBF opposes the radial spreag@nts are zero, anfl,; =0 everywhere. Withj,;=0, Eq. (3¢)
the disturbances, so that their radial extent decreases. This stainplifies to (1f)d(rj.,)/dr=0, which, after the boundary
lizing effect of the magnetic field is also seen throught Rehich ~ conditions are applied, indicates tha{=0 everywhere. There-
increases with Ha. In addition, the flow wilR=4.0, a narrower fore, withj;1=js=j,=0, there is no EMBF in the disturbance

gap, is more stable to infinitesimal axisymmetric disturbanc&guations. _
As a consequence, E(Bc) has only one unknown;,;, which

appears in each term. That equation is homogeneous as are the
boundary conditions. Therefore, the axial component of the dis-
turbance velocity is zero. From continuity, E&d),

1.1
0.9

£l

%

2 o7 i [ dvy

g =—|r——+v,|.

g o5 e—real part.of the amplitude v n(r dr vrl) (18)

S o3

o -o—imagg\:dry part of the If Eq. (18) is substituted into Eq(3b), then a relation foip, in

£ o1 ampitude terms ofv ;o andv,, is obtained:

2

g 03 dv d%v dv v

s He2p,=n"2| r2——* + 4r ——* +(1—n2) ——=—(1—n2) —

- 2P drd arz T )ar ¢ i
0.2 04 06 038 1

r/ (R+1), N lized Radial C

dl)go
Ar+nr—-— Urq

dr
Fig. 11 Amplitude of the radial disturbance velocity as a func- ) o ) )
tion of the normalized radial coordinate for Ha ~ =31.62 and R  With Eq. (19) and the continuity equation applied to Ega), the
=0.25 governing equation fov,, is established:

dUrl
()\rzfnvgo)w+

i Re
+ s (19)
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. dzUrl dvy
iR r()\rfnvgo)dTJrS()\rfnvgo)T
0 dzveo

oo N duy,
A1-n )+F(n —2)vgth——+nr

+ dr dr?

2
Ul Ur1 o2 dvy
+r art +6r—°rdr +(5—2n )_Tdr

1+2n?) dv 1—-n?)?
r dr r

with v,;=dv,;/dr=0, atr=R andr=R+1, where ReHa&/N
=p(A @) uBy is the Reynolds number. From E0) we ob-

(20)

dimensional, ordinary hydrodynamic stability problem. The only
roles of the magnetic field arél) to interact withj,, to produce
Vg0, and(2) to force a shift to modes witk=0.

Equation(20) together with the boundary conditions forms an
eigenvalue problem: giveR and Re, determin& such that Eq.
(20) and its boundary conditions are satisfied. Here, too, a collo-
cation technique is used in whieh, is represented by Chebyshev
polynomials:

S+2

vﬂm:go aTd(),

where the terms have been defined in Section IIl.B. The series
representation is substituted into the transformed version of Eg.

serve that the magnetic field has no direct effect in this tw@20) and the boundary conditions to obtain:

52*22 o2 48 A(B—2n2)_  2(1+2nd)_  (1-n?)?
2 (a——l)“TS &)+ (a——l):“TS &)+ (a——l)ZTS &) — rj(a—_l)Ts((j)Jr TTS(Q)
) Arj[Nrj—nugo(r)] _, BLAT;—nvgo(rj)] _, (1-n?)?
i R% BECE A (P v (ke
2
X{N[1-n?]+ E[nz—Z]vgo(r]—)+n Woolri) | 8 ”“’ﬁ”) Ts(é-)” =0 (21)
r dr dr !
I
and has an inflection point. The velocity distribution given by
sio = —6x(x—1) has no inflection point, therefore the flow should be
stable.
;) as=0 (229) When the problem is treated as inviscid with a finite gap, there
s even is no tendency toward instability for any wave number wih
si1 =1 and 1/9. It should be noted there is an inflection point in this
2 _ velocity distribution, Eq(15), which would indicate that the flow
as=0 (220) o .
= could become unstable. However, a necessary condition for insta-
s odd bility is no longer the Rayleigh inflection point theorem, which is
S+2 based on the inviscid Orr-Sommerfeld equation. A necessary con-
2 a%s,=0 2x) dition here is that:d[(1/r)d(rv,)/dr]/dr must change sign
5=2 somewhere on the open intervak (R,R+1). This condition is
seven not met by the velocity distribution given in E¢L5). Therefore,
S+1 no instability should be anticipated. Note that this condition is a
2 a,=0. (2af) necessary condition not a sufficient condition.
s dld When viscosity is introduced, for a purely hydrodynamic flow,

Equation(21) must be satisfied at theS¢-1) collocation points,

which are given by{j=cos(#/S), j=1,2,...,6—1). For a
given R and Re, this system of equations, E¢®1) and (22),

the problem is known as the Dean probléhY]. The important
parameters areR, a measure of the gap width; Re, the Reynolds
number; and n, the azimuthal wave number which assumes integer
values. As the outer radius increases, the maximum value of the

is solved as in Section II.B through the MSIMSL subroutingizimuthal velocity decreases, as can be seen from Table 4, where

DGVLCG.
Before considering the results for Eq21) and(22), it should

I max IS the location of the maximum base azimuthal velocity,
vgﬂmax' This would lead one to anticipate that the flow would be

be noted that there are four possible flows that can be considered:

inviscid, small-gap; viscous, small-gap; inviscid with finite-gap;
and viscous with finite-gap. Equatiof®l) and(22) include both

more stable as the outer radius increases.
For the range of Reynolds numbers tested WRth4.0, 2.0, 1.0,

viscous and curvature effects. For the small g&p,1. The base 0-25and 1/9 and n between 1.0 and 10.0, the imaginary portion of

flow azimuthal velocity reduces to 4= —6x(x—1), wherex

the eigenvalue did not pass through zero. One example is shown

=r—R, and Eq.(20) reduces to the Orr-Sommerfeld equatiodn Fig. 12 with R=1/9 andn=10.0. In Fig. 12 the Reynolds
with a real wave number. Using the collocation technique togetheamber ranges from210° and 9x 10°, and as Re increases, the
with the MSIMSL subroutine DGVLCG, the results were in goodnagnitude of the imaginary portion of the eigenvalue decreases

agreement with the results presented by Orsgbg] for the

towards zero. The imaginary portion of the eigenvalue is essen-

Poiseuille velocity profile. When this problem is treated as inviq-ra"y zero when Re-1.59x 107, indicating that an instability does
cid by assuming Re-cc, the equation further reduces to the Rayg,ist However, for such a large value of Re, the flow is most

leigh equation, and there is no tendency toward instability for an
wave number. This is in agreement with the Rayleigh inflection
point theorem, which states that, given an inviscid parallel flow,

Mely turbulent. If the Reynolds number is defined in terms of the
rgaximum velocity, then Fé‘e=v§omaxL/v, and\;~0 at R&¢=2.35

necessary condition for instability is that the base flow velocit 10’. For some values oR, Re* was as small as O(p
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Table 4 Maximum base azimuthal velocity and its location for
given values of R

flow, while in the electrically driven flow problem, there would be

no flow in the absence of an axial magnetic field. We have ob-
served that the base flow becomes increasingly stable to infinitesi-
mal axisymmetric disturbances as Ha increases or as R decreases.
Recall that an increase in Ha represents an increase in the mag-

R Tmax V0 max
40 4.481 1.4999
2.0 2.467 1.4996
1.0 1.444 1.4988

0.25 0.637 1.4908
0.111 0.475 1.4795

netic field strength, and a decreasdRinorresponds to an increase

in the radial gap width. For the electrically driven flow subjected
to an infinitesimal axisymmetric disturbance, depending on the
radial gap width and the strength of the magnetic field, there may
be one cell in a given horizontal plane which extends over the
entire radial gap width or two cells, circulating in opposite direc-
tions that together occupy the entire radial gap width. Cells which
are vertically aligned have oppose sense of circulation—one being
counterclockwise and the other clockwise. For sufficiently large
Ha, two cells that rotate in the same sense from vertically adjacent
planes combine to form a new cell which is no longer horizontal
but rather skewed. This shift in modes from horizontal to skewed
constitutes a bifurcation.

It had been anticipated that an infinitesimal plane polar distur-
bance would given rise to an instability in which vortices would
be arranged around the centerline of the cylinders and their axes
aligned with thez axis. However, for an infinitesimal plane-polar
disturbance, the base flow does not appear to undergo an instabil-
ity to a new state until the flow undergoes transition to turbulence.
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Nomenclature

We have considered the stability of an electrically driven flow s = Cofﬁ'c'ef“ﬁsst?f'ated with tmordfrtphet}y;he\é_ .
to infinitesimal axisymmetric and plane-polar disturbances using ggggggc?iairvelicsiterlggnze%f:r?tn ation of the distur-
the method of normal modes. Here, the flow is confined between b. — fficient . tyd 'tr?th;-:- der Chebvsh
two concentric, stationary, infinitely long, circular cylinders. A s co:a icien Ia_lsscr)]mae_ Wi oraer Lhe fysh e\é.
voltage difference is maintained across the radial gap, creating a Eggggﬂ;;r; r?esrlgtr:je;n;?tprizsnr]tigzr:\to the distur-
radial electric current. In the presence of an axial magnetic field, B. — di ional u lied yt f pd i
an azimuthal electromagnetic body force arises which induces an =2 — Imensional appiied magnetc flux density
azimuthal base flow. G = amplication/attenuation factor

Ha = Hartmann numbeByL Jo7n

This flow is similar to a Taylor-Couette flow with counter-
rotating cylinders. In both a Taylor-Couette flow and an electri- Je

radial electric current density component

cally driven flow, the base flow does undergo an instability to a lo B az!rr;utlhal electric cur(;ent density component
new state in which circulation cells appear. However, the region Jli B axula e.e?tnc currentb ensity component
of instability for a Taylor-Couette flow is nearer the inner cylin- L _ :j?rie?l)g%ngf\rlsdin;ln;is?;nce between the two cvlinders
der, and for an electrically driven flow the region of instability is n — real inteqer azimuthal wave number y
nearer the outer cylinder. Were an axial magnetic field included in N - P 9 3 2
the Taylor-Couette problem, as was considered by Chandrasekhar '\ — interaction parameterBol.“/p(A ¢)
[5], its effect on the flow would be different from its effect in the p = pressuré
r = radial coordinate

electrically driven flow problem. In the Taylor-Couette problem,
the magnetic field does not have an impact on the azimuthal basémax

r

a

radial location at whichv ;9 assumes its maximum
value
radial location at whiche=0

0 R = radius of the inner cylinder
2 Re = Reynolds number, HaN=pA ¢/uB,
s  -0.0001 Re* = effective Reynolds numbev,,,  Re
.é % 0.0002 - S+2 = highest-order Chebyshev polynomial
Sz t = time
> & -0.0003 T, = Chebyshev polynomial of order
gu 0.0004 v, = radial velocity component
£ X - .
v, = azimuthal velocity component
.E -0.0005 v, = axial velocity component
SE+05 3.E+06 5E+06 7.E+06  9.E+06 z = axial coordinate
Reynolds Number, Re a = parameter associated with stability(r v |)/dr
A¢ = electric potential difference across the radial gap
Fig. 12 Imaginary portion of the eigenvalue as a function of Re ¢ = transformed coordinate,r2-(2R+1)
for n=10.0 and R=1/9 ¢; = collocation point
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0 = azimuthal coordinate

N = \,+i\;, where\, is the circular frequency, an;
is the attenuation/amplification factor

p = molecular viscosity

¢ = rescaled radial coordinate used to plot the stream
lines,r—R

p = density

o = electrical conductivity

¢ = electric potential function

¢ = the dimensional electric potential of the inner cylin-
der wall
SubscriptdSuperscripts

cr = critical value

j = index associated with the collocation points

m = index associated with the time

s = order of the Chebyshev polynomials

0 = base flow quantity

1 = disturbance quantity

* = dimensional quantity
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On Two-Dimensional Laminar
Hydromagnetic Fluid-Particle
Flow Over a Surface in the
Presence of a Gravity Field

Ali J. Chamkha

Department of Mechanical A continuum two-phase fluid-particle model accounting for particle-phase stresses and a
and Industrial Engineering, body force due to the presence of a magnetic field is developed and applied to the problem
Kuwait University, of two-dimensional laminar hydromagnetic flow of a particulate suspension over a hori-
P.0. Box 5969, zontal surface in the presence of a gravity field. Analytical solutions for the velocity
Safat, 13060, Kuwait distributions and the skin-friction coefficients of both phases are reported. Two cases of

wall hydrodynamic (velocity) conditions corresponding to stationary and oscillatory ve-
locity distributions are considered. Numerical evaluations of the analytical solutions are
performed and the results are reported graphically to elucidate special features of the
solutions. The effects of the particle-phase stresses and the magnetic field are illustrated
through representative results for the horizontal velocity profiles, fluid-phase displace-
ment thickness, and the complete skin-friction coefficient for various combinations of the
physical parameters. It is found that the presence of the magnetic field increases the
fluid-phase skin-friction coefficient for various particulate volume fraction levels while the
presence of the particle-phase viscous stresses reduces it for various particle-to-fluid
density ratios. [DOI: 10.1115/1.1343460

Introduction as arising naturally from the averaging processes used to derive

Deposition of solid particles from flowing fluid/solid Sus‘pen_lcontlnuum equations describing either a system exhibiting turbu-

ions on surfaces is an imoortant brocess in various natural ent fluctuations(see, for instance, Chen and Wopitl]) or a
slons on su SIS an imp Process in various u tem containing discrete elemefgge, for instance, Drew and
engineering applications. Some possible applications inclu

o 8 . . gal[12]). Also, it is often employed to facilitate numerical so-
deep-bed and membrane filtration, separation of proteins, Virusgions particle-phase viscous effects have been investigated pre-
antibodies, and vaccines, atmospheric pollution, and microbig

ab el h . usly by many investigatorésee, for instance, Gidaspdw3],
and cell transport in living systent¥iantsios and Karabeldd]). 15,0 and Gidaspo\il4], and Gadiraju et al[15]).
There have been considerable research work done on particulatg, tye present work, a simple two-phase model is employed in
deposition in laminar flows such as the reviews by Jia and Wilghich the suspension is assumed to be somewhat dense in the
iams [2] and van de Veri3]. Sedimentation effects for particle sense that inter-particle collision exists and that this is accounted
sizes close to one micron or larger are reported by Yao ¢8hl. for by endowing the particle phase by an artificial viscosity. The
Adamczyk and van de Vef5,6] have considered particulatefiuid phase is considered to be Newtonian and electrically con-
deposition in rectilinear flows over flat surfaces. Marmur anducting but the particles and the surface are assumed to be elec-
Ruckenstei 7] have reported on the process of cells depositiofiically nonconducting and that the magnetic Reynolds number is
on a flat plate. Apazidi§8,9] has analyzed the velocity and tem-assumed to be small. The particle phase is assumed to have uni-
perature distributions of two-dimensional laminar flows of a paferm density distribution and is made of spherical particles having
ticulate suspension in the presence of a gravity field. More rene size. The present work is a direct generalization of the work
cently, Dahlkid [10] has considered the motion of Brownianreported by Apazidig8] on the flow characteristics of particle-
particles and sediment on an inclined plate. This work was doneflnid flow past a horizontal plate in the presence of a gravity field.
relation to the process of separation of proteins, viruses, antibod-
ies, and vacc_ines. Yiantsios e_lr_1d Karab_d]a}: has studie_d the Governing Equations
effect of gravity on the deposition of micron-sized particles on . . .
smooth surfaces. Their work was focused on particulate deposi-Consider unsteady laminar hydromagnetic flow of a two-phase
tion from liquid suspensions with the main motivation being foulParticulate suspension over a horizontal infinite surface in the
ing of heat transfer or filtration equipment by suspended particldd€Sence of a gravity field. The surface is coincident with the half
In many fluid-particle flows, the fluid phase may be electricallf!@h®y=0, x=0 and the flow above the surface is a uniform
conducting and the particle-phase concentration may be high. feam in the_<_—d|_rect|0n parallel_to _the su'rface .W'th both phas_es
an environment where a magnetic field is present, these effeRfINg in equilibrium. A magnetic field with uniform strength is
play an important role in altering the flow characteristics. ParticlﬁpZEd n tk:ﬁ/f—dlrectlog normal go Lhehflc;\llv_glrecélon. (_)\;vmghto
phase viscosity effects in particulate suspensions are especi Iz ensity difference between both the fluid and particle phases,
important in multiphase systems consisting of high solid particuy- eparational motion in which heavy particles falling from the

late concentration in liquids and gases. Particle-phase viscosit fav form a layer of dense sediment on the surface while the

S . ntinuous fluid phase moves in the opposite upward direction is
heeded to model particle-particle interaction. It can be thought %?troduced. This settling process has been called sedimentation

Contributed by the Fluids Enaineering Division f blication in tia (Wallis [16]). According to Kynch[17] and later by Apazidi$8],
ontributed by the Fluids Engineering Division for publication in NAL : ; g h : .
OF FLUIDS ENGINEERING. Manuscript received by the Fluids Engineering Divisionthe vertical sedimentation of solid particles may proceed in three

November 4, 1999; revised manuscript received November 27, 2000. Associate I'-_fyitfe.rem ways depending on the shape OT the curve of th_e total
tor: J. Eaton. particle flow rate versus the volume fraction of particles in the
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suspension. Apazidig8] has considered the case when a direct gay gay
shock from the initial value of the particulate volume fractioto v= V, vp=
the final fully settled valuexy, is formed at the interface of the
mixture and the settled particles with maximum packing existingre substituted into Eq$1)—(6) to yield

at the surface. The fluid phase is assumed to be Newtonian and

electrically conducting while the particle phase and the surface are Ja

assumed to be electrically nonconducting. The particle phase is ot _((1 @)V)=0 ©)
assumed to be somewhat dense so that particle-phase stresses are

Vo, P=—pgy(1—yP)

considered important and is made up of spherical solid particles_ [ JU U\ ?U 9 f(a) )
having one size and with a uniform density distribution. The par- e(g + an (97]2_ 5 (1_—)(U Up) =M (U-U.)
ticle Reynolds number is assumed to be less than unity so that the (10)
force interaction between the phases is limited to the linear Stokes
drag force. Also, the magnetic Reynolds number is assumed to be oV V) &V 9 f(a)
small so that the induced magnetic field is neglected. In addition, Re——+ %) T AR YT T (V=Vy (1)
no electric field is assumed to exist and the Hall effect is ne-
glected. The assumption of small magnetic Reynolds number un- da 9
couples the flow equations from Maxwell's equatiofsee, St (aVp)=0 (12)
Cramer and Pdi18]). Based on the above assumptions and treat- K
ing the particle phase as a continudiharble[19]), the governing U U, (92Up 9 f(a
equations for this investigation can be written as e(— VpW =B P + 5 T(U_Up) (13)
X (1w (1) PV, fte)
- T a)v)=0
* 7Re< Ve ﬁn) an’ 2 Vo)
- au i au) - d%u 9f w (14)
(1-a)p| Z-+v (1-a)u ra? 3 (@) z(u=uy) where
—(1—a)oBi(u—u..) 2) Po gady o, oBga
) y=—, Re=——, v=—, ,
1-a) (a—Jrva—U):(l*a)( ﬁv*ﬁ—p*pg) g " . #
( p 3y Yy . "
>t S w=uy) ©) ey T .
2 a® . are the particle-to-fluid density ratio, Reynolds number based on
for the fluid phase and the particle diameter, kinematic viscosity, square of the Hartmann
number, dimensionless freestream velocity, particle to fluid vis-
da  J cosity ratio, respectively. It should be mentioned thawlind 8
E+ @(“Up)zo (4)  are formally equated to zero in Eq€)—(14), the continuity and
momentum equations reported by Apazif#$ will be recovered
aup Ay 92 up 9 " except the factor 9/2 which is mistakenly missing from his
app| 7ty ay | ez + Zf(a);(U—Up) (5)  equations.
As explained by Apazidi§8], one of the possible ways that the
vy vy gZUp ap vertical sedimentation of solid particles may proceed is when a
app( ot tup——+ 3y ) (,up a2 E—ppg direct shock from the initial particle concentration value to the

final fully settled concentration is formed at the interface of a

u mixture and maximally concentrated dispersed phase settled at the
+5 (@) 2 (v—vp) (6) horizontal solid surface. Since this case is quite common and is

easier to analyze than the other possible ways in which the par-

for the particle phase whetes time andy is the vertical distance; ticle concentration is non-uniform, it is considered in this work

u, v, and p are the fluid-phasex-component of velocity, and the volume fraction of particles in the mixture is assumed

y-component of velocity, and pressure, respectivelyp, u, and constant. With this, Eqg9) and(12) give

o are the volume fraction of particles and the fluid-phase density,

dynamic viscosity, and electrical conductivity, respectivelyg, N _dVyp -0 (16)

By, andu,, are the particle radius, gravitational acceleration, mag- (977 67;

netic induction and the free stream velocity, respectively. A sub-

script p indicates a property associated with the particle phase.

Equations (1)—(6) are supplemented by the functiof{«)

Also, with the assumption of zero volumetric flux in the vertical
direction as in the case of batch sedimentatidfallis [16]), one

which is reported by Tarf20] and employed later by Apazidig] May Write
such that aVy+(1-a)V=0 17)
fla)m a(4+3(8a—3a*)"*+3a) % Furthermore, assuming that the vertical motion of both phases
(2—3a)? due to the gravity field has reached its stationary stai, (o7

. . . =oVldr= ing Eqs(11), (14), 1 It in th
It is worth noting thatf(«) represents a correction factor for theﬁ? /97=0) and using Eqs(11), (14), and (17) result in the

. > A llowing vertical components of the velocity fields of both
Stokes drag force on a single spherical particle and accounts ases:
finite volume fraction of the particle phase. '

For convenience, the following equations 2 d?(1—-a) 2 a(l—a)?
V=c—7—, Vy=—= (18)
Ly ey _ody gy 9 fl@ ' P8
KNP v v ' Py P ®) The interface vertical velocity can be shown to be
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2 a¥(1-a)? where
=S Tae— e (19)
9 (ay—a)f(a)
whereay, (=0.6 for spherical particlgds the volume fraction of fla)’ 1
particles in the dense sediment near the surfaee Apazidi$8]). . ) S
The x-momentum equation€l0) and (13) governing the hori- Inviscid Particle Phase £=0). For this situation, Eq(26)
zontal velocity distributions of both phasés and U,) can be reduces to

a

2 @
=5ty le=yReVp=Vi), A=— (27)

transformed by using a new coordinate system which moves up- d3u d2u du
wards with the interface velocity; such that N, dn3p +N, dnzp +Nj dnp +NUp=—N,U., (28)
L —
n*=n-Vit 20)  here
to yield
Nl:Flrz, N2:1_F1F2 RdV—V,)
au U] #U 9 fla) , , (29)
Re——+(V Vi)an* =2 (1_a)(U Up) N;=ReV;—V)—-T,(A+M?2T;), N,=—M
2 Three boundary conditions are needed to solve(E§). These
~MAU-U.) @1 are given by Egs(25a,c,d). Equation(25b) is ignored since for
U U PU. 9 f(a) B=0, the particle-phase momentum equation becomes a first-
vy Re{—p +(Vo—V) —f} =B —*2 +-—(U-Up) order differential equation and only one boundary condit2d)
ar an antc 2 a P is needed
(22) '

Without going into detail, it can be shown that the general

: solution of Eq.(28) subject to the boundary conditions can be
Analytical Results written as

Analytical solutions for the particulate suspension flow behav-
ior of the problem under consideration are obtained for two physi- _ 1 expl—\17)
cal cases. The first case is that of steady hydromagnetic two-phase (1-T1T5N) 17

flow over an infinite surface while the second case deals withh \. is the absolut | fth | i | t of th
hydromagnetic two-phase flow due to an oscillating infinitd/"€r€A1 1S the absolute value ot the only negative real root ot the

surface. characteristic equation:
NN+ NoA2+NaA+N,=0 (31)

With the solution ofU, being known, Eqs(23) or (24) can be
solved forU to give

Up=U.|1 (30)

Case 1. Steady Hydromagnetic Two-Phase Flow Over an
Infinite Surface. For this case the-momentum equations of
both phase$21) and (22) (with the asterisks being droppednd
the appropriate boundary conditions can be written as U=U,[l-exp—\i7)] (32)

du] d’U 9 f(a) ) It should be mentioned that the physical solution of E2g)
Re (V-Vi) H = d_,lz_ 2 W(U —Up)—M*(U-U.) requires that the characteristic equat{@d) has two positive real
(23) roots and one negative real root. More than one negative root
makes the problem to be underdetermined. While there is no ana-

du, d?U, 9 f(a) lytical method to show the existence of two positive and one
YR%(VP_V‘) W} =B dn? + 2 T(U —Up)  (24) negative roots for Eq(31), this condition was satisfied in all the
results obtained for this case. It can be shown thaMasO in
n=0: U=0, (2%) Egs. (30) and (32), the solutions of Apazidi§8] are recovered
du provided that his parameters are related properly to those of the
U,= s—_P (25b)  present work. It is an interesting fact that the form of the solution
dz for a nonzero magnetic field is the same as that without a mag-
- _ netic field. The effects of the magnetic field are all contained in
p=co: U=U,, (25c) "
changes of the real characteristic raqt
U,=U. (25d) Figure 1 presents the effects of the Hartmann nuniMethe

article Reynolds number Re and the particle-phase volume frac-

whereSis a dimensionless wall particulate slip factor. It should onn « on the fluid-phase displacement thickness of the viscous
noted that while the exact boundary condition to be satisfied bya ¢, 1A, for a density ratioy=1000. It is observed that increases

particle phase at a surface is not well understood at present, {ig, o\ 51yes of Re causes the viscous boundary layer close to the

forgnhuseg in Eq.(ZO?kl))) IS borrolvved from rarefied ?as_ dynamicsg, itace to decrease as a result of convection of momentum toward
and has been used by several previous autfees, for instance, yhe interface between the particulate suspension and the layer of

Soo[21] and Chamkh422)). sediment at the bottom. Applicati ic fi
. . . . Application of a magnetic field normal to
Equations(23) and (24) can be combined into a fourth-ordery,e 6, girection for the problem considered gives rise to a mo-

ordinary differential equation in terms &, . This is done by e force acting in the flow direction which tends to aid the flow
solving for U from Eq. (24) and then substituting the result into,5ng the horizontal surface. This causes both the fluid- and

Eq. (23) to yield particle-phase horizontal velocities to increase and their viscous

4 d3u boundary layers to decrease. These behaviors are evident from the
BFld—‘,pfFl[Re(VfVi)ﬁJer] d—;p decreases in 1} as the Hartmann numb&t increases shown in
7 K Fig. 1. From other results not presented herein for brevity, it was
d2u observed that the velocity profiles of both phases increase while
—[1-T [, REV—V;)+B(A+M?T,)] dr/zp their displacement thicknesses decredsee Fig. 1 as the

particle-phase volume fraction increases. In addition, these veloci-
du ties separate in the vicinity of the surface for low valuesrand
+[ReV—=V))+T2(A+M5I'1)] d—p+ MZUpz M?U,.  that this separation close to the surface reducea axreases.
K This behavior is associated with the fact that, for large density
(26) differences between the phases as employed in Fig. 1, the particle-
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Re Fig. 3 Effects of S and B on particle-phase velocity profiles
Fig. 1 Effects of M, Re, and a on the fluid-phase displacement
thickness
where

phase inertia prevents the adjustment of the horizontal velocity of Nyy=pBT1, Npp=—ReV-V)I'1p-I'1T"

the particle phase to that of the fluid phase causing a nonzero __ IRV 2

particle-phase horizontal velocity at the interface. N3g= —1+T3 2 REV=V) = BA+MTy) (34)
Figure 2 shows the magnitude of the. velocity .differentg)l( Ng=Re&V—V))+T,(A+M?T;), Ngg=M?

—U) at »=0 (or the particle-phase velocity at the interface since ) . . )

the fluid-phase velocity there vanishes due to the no-slip condj-he physical solution of Eq(33) requires that it has two nega-

tion) versus Re and for various valuesMfand y. It is observed tive and two positive real roots. Wltho_ut going into detail, the

that, for the parametric conditions used, the interface velocity d@eneral solutions fotJ, andU can be written as

ference increases as Re increases. This is associated with the in- U,=U..+C, exp(—s,7)+C, exp —S,7) (35)
crease in the velocities of both phases as Re increases mentioned P
above. Also, the velocity difference aj=0 is predicted to be U=U,.+C;M;exp —s,7)+C,M,exp(—S,7) (36)

lower for y=100 than fory=1000 as explained above. The effect ereC. andC. are arbitrary constants. ands. are the abso-
of the magnetic field is seen to increase the velocity difference‘gr 1 2 y i 2
the interface. |te values of the two negative roots of E§3) and
Ml:l_rlﬂsi_rlrzsl, M2:1—F1BS§—F1FZSZ

Viscous Particle Phasepg0). For this particular case, Eq. (37)

(26) has the following characteristic equation:
The constantC; and C, are determined by application of the

4 3 2 _
N11S"+ NpsS™+ N33s™+ NyaS+ Nss=0 (33) boundary condition$25) and can be shown to be
U.(Xo—M U.(Xx;—M
oo UM o UalamMy)
1.0 (XsM3—=%;My) (XoM1—=X1M3)
— y=100 . h
05 7| ——y=1000 e e T where
— T
0s ] ////fg,é’ x;=1+Ss, X,=1+Ss (39)
///// Figure 3 displays the influence of the viscosity rgflmn the
0.7 1 //// particle-phase horizontal velocity,, for the two cases of no par-
0c ] ticle wall slip (S=0) and perfect particulate wall slifs& ). For
' /// the case of no slip§=0), it is apparent that the velocity compo-

nentU, is zero at the interface between the mixture and the sedi-
ment layer as it should be. On the other haldg,is nonzero for
the case where the particles undergo perfect slip at the interface.
The presence of a particle-phase viscosity in the model causes
increases in the effective viscosity of the mixture. This, in turn,
produces retardation in the motion of the particle phase. This
slower motion of the particle phase causes the fluid phase to move
slower as well because of the interphase drag force between the
U,=10 fluid and the particle phases. Thus, further increases in the
—_— . le=0d particle-phase viscosity produce further decreases in the motions
00 01 02 03 04 05 06 07 08 ‘09 10 of both the fluid and the particle phases for the case of no particu-
Re late wall slip. However, for the case of perfect particulate wall
slip, the reductions in the particle-phase horizontal velocity due to
Fig. 2 Effects of M, Re, and vy on the velocity difference at the increases in the particle-phase viscosity occur everywhere above
interface the surface except in the immediate vicinity of the interface where

051 /// M=0,025,05,10
/// o

ly

03 1 ////

021

Uy U)o

0.4

0.1 A

,,,,,

0.0
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the particle-phase horizontal velocity tends to increas¢ as- 20

creases. These behaviors are evident from Fig. 3. Re=0.01
— M=0.0 a=0.01
Case 2: Hydromagnetic Two-Phase Flow due to an Oscil- ~M=0.5 $=00
lating Infinite Surface. For this case the fluid-phase wall veloc- 15 =100
ity has the dimensionless form w=10
U=UgcogwT) (40)
where U, and o are the amplitude and the frequency of walf 1
velocity oscillation.
It should be noted here that the layer of sediment settling on tl
surface is assumed to be stationary with respect to its horizon
motion. Therefore, it performs harmonic oscillations in the hori
zontal direction as that of the surface. Far from the surface, tl
flow is at rest. This is represented by T TN || T S
U(7,0)=Uy(7,%)=0 (41) 010 08 06 04 02 00 02 04 06 08 10

The general unsteady equatiq24) and(22) are solved subject

to Eqgs.(40) and(41) for U(7,7) andU(,7) by assuming Fig. 4 Effects of M on fluid-phase periodic velocity

U(7,7)=Ugycog wr+ 8n)exp(—mz) (42) distribution

Uy(7,7)=[D1cof w7+ én)+ D, sinwr+ 7)lexp—mz)

(43)  cients containing the constant For an assumed value éfand
wheres, D;, D,, andm are constants which make Eq81) and given values of the involved physical parameters, the roots of this
(22) subject to Eqs(40) and (41) identically satisfied by the so- quadratic equation which are real and of opposite signs can be
lutions (42) and (43). It should be noted that these solutions repobtained. Therefore, the negative root is chosen and its absolute
resent two damped transverse waves propagating into the milue is the needed value of With the value ofm being known
ture’s interior. The depth of penetration of these waves for the assumed, the constant®, andD, can then be deter-
dependent on both the wave velocity and wavelength which aréned from Egs(45) and(46) as mentioned above. Finally, the
functions of the particle Reynolds number Re, particle voluméalues ofm, D;, andD, are substituted into E¢47) which is
fraction a, density ratioy, frequency of oscillations, Hartmann then solved fors. As 1ong aSdassumed Jobtaines: the same iteration
numberM, and the viscosity ratig. This is in direct contrast with procedure continues until convergence is achieved within a pre-
the single-phase flow case for which the depth of penetrationseribed acceptable error.
only a function of the fluid viscosity and the frequency of surface Results based on the solutionsldfandU,, given by Eqs(42)
oscillations. These behaviors will be shown in the graphical rénd(43) are displayed in Figs. 4—6 to illustrate the influence of
sults for this case. Also, it is understood that the particle-phatiée Hartmann numbevl and the viscosity ratig.
velocity solution given by Eq(43) applies for both cases of in-  Figures 4 and 5 display the effects of the Hartmann nuniber
viscid and viscous particle phase and that the particle-phase weill the fluid- and particle-phase periodic horizontal velocity distri-

condition (25b) is not imposed. butions in air-particle flow for Re0.01, «=0.01, 8=0 and
Substitution of Eqs(42) and(43) into Egs.(21) and(22) results =1.0, respectively. As in the case of a stationary wall, the effect
in two equations of the general form: of the magnetic field increases both the fluid- and particle-phase
) horizontal velocitiegfor 7=T/2 and 7= 3T/4) while it produces
Pycodwr+Bn)+Pysifwrt B7)=0 (44) " lower horizontal velocity distributions for both phas@sr =T

whereP, andP, are functions of the constansD,, D,, andm. andr=T/4). Itis also observed from these figures that the mag-
EquatingP, andP, of each of the obtained two equations to zer@etic field effect speeds up the approach of both phases to the free

results in the following system of equations: stream hydrodynamic conditions existing far above the surface.
9 f(a) D,
—\/. 2_ 2~ . 2_
ReV—-V,)m+m*—§ 2 0-a) 1 Us M<=0 (45) .
9 f(a) D, pves
Rew+ReV—V,)5+2mé+ = —=0 (46) — M=0.0 | o=
2(1-a) Uy e M=0.5 =00
2 15 ¥=1000
yREMD; —Dy0—(V,—V;)D,5] - BD16°—=2mD,68 w=1.0
9 f(a)
+Bm?D+ - —=(Uy—D;)=0 47)
2 a £10
yRE D w+mDy+(V,—V,)D1 8]~ BD,6*+2mD; 68
+ Bm?D gf(a)D =0 48
M Dy~ 5 ——D,p= (48) s i
Equations(45)—(48) represent four nonlinear algebraic equa _ X
tions with four unknowns(s, D,, D,, and m) which must be T=3TA 7T/ e

solved numerically. For fast convergence of the solutions, the fc %‘5 T R TR N Ty
lowing procedure is followed. First, Eq&l5) and(46) are solved U,

for D, and D, in terms of § and m, respectively. Second, the

obtained expressions f@,; andD, are then substituted into Eq. Fig. 5 Effects of M on particle-phase periodic velocity
(48) which produces a quadratic equationrmmwith the coeffi- distribution
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Fig. 7 Effects of M, Re and a on the complete skin-friction

Figure 6 displays the effects of the viscosity raffoon the  “e o

particle-phase horizontal velocity compone#t/U,. It is pre-
dicted thatU, /U, increases forr=T and 7=T/4 and decreases
for 7=T/2 and7=3T/4 due to increases in the values @fand

that the wall velocity exceeds that of the amplitude of oscillatioqgCity profiles to increase as either bf, a, or Re increases. This

of the surface. The effect g8 on the fluid-phase horizontal ve- h55the direct effect of increasing the complete skin-friction coef-
locity componentU/U, for this case was found to be insignifi-ficient as shown in Fig. 7.

cant. Again, it should be noted that in the absence of the magneticigure 8 depicts the influence of all of the density raio
field (M =0) and the viscosity rati¢8=0), the results of Apazi- viscosity ratioB, and the particulate wall slip paramet®@pn the
dis [8] for the problem of two-phase flow due to an oscillatingomplete skin-friction coefficient G;+C,). In general, indi-
infinite surface are obtained provided that his parameters are proftual results forC; and C, which are not presented herein show
erly related to those reported in this work. that they increase with increasing valuesyodnd that the values
f C; decrease while the values @f, increase with increasing
plues ofB resulting in a net increase in the complete skin-friction
fficient. The increase in the values ©f as g increases is
ted to the definition o€, as being directly proportional tg.
so, in this figure, two situations of no particulate wall slif (
=0) and some particulate wall slipSE0.5) are shown. It is

Skin-Friction Coefficients. Of special interest for this prob- 0
lem are skin-friction coefficients of both phases. The she¥
stresses for the fluid and the particle phases at the interface fae
tween the particulate suspension and the layer of sediment on
surface can be defined, respectively, as follows:

au pngay du predicted that ass increases, the wall slope of the fluid-phase
T=(1- a)MW =(1-a) % ) velocity increases while that of the particle phase decreases caus-
y=0 7=0
dUp ppgay U,
Tp= ay,p— - (49)
ay y=0 v an 7—0

The dimensionless skin-friction coefficients for both the fluid and
the particle phases can be written, respectively, as

C Tf (1 )(?U
- (-
" pgay an

Tp

» Cp=
7=0 pgay

ﬂaup
—ap—P
an

(50)

For the case of steady hydromagnetic two-phase flow over an
infinite surface, Eqs(50) take on the respective forms:

Ci=(1-a)U.\;, C,=0 (51)
for the inviscid particle phase case, and

Ci=—(1-a)(Ci5;M1+Cy8,My), Cp=—aB(Cy5:+Cysy)
(52)

for the viscous particle phase case. 03 1 Re=0.1
Figure 7 illustrates the influence of the paramebrsy, and Re 8-110

on the complete skin-friction coefficienC¢+ C,) at the interface 02 , : : , : : : : x

between the fluid-particle mixture and the sediment layer on the 0 100 200 300 400 500 600 700 800 900 1000

surface for the case of a viscous particle phg&20). Inspection y

of Fig. 1 shows that both the fluid-phase viscous boundary layer

close to the interface and that of the particle phase decrease c#i-8 Effects of S, 8 and y on the complete skin-friction co-

ing the wall slopes of the fluid- and particle-phase horizontal vefficient

CH+C
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ing respective increases and decreases in the valu@safdC .
As a result, the complete skin-friction coefficient is lower r

=0.5 than that foiS=0.

Conclusion

This work was focused on the problem of hydromagnetic par-o = fluid-phase electrical conductivity
ticulate suspension flow over a horizontal impermeable surface in” = dimensionless times{(=gay/vt) _
the presence of a gravity field. The particle phase was assumed fo = fluid-phase shear stress at the interface defined by Egs.
be somewhat dense and, as a consequence, it was endowed by an (49

artificial viscosity. A boundary condition borrowed from rarefied 7p
gas dynamics allowing for general situations of particulate wall

= particle-to-fluid density ratio ¢=p,/p)
= fluid-phase dynamic viscosity
fluid-phase kinematic viscosity

= frequency of oscillation of wall velocity
= fluid-phase density

T ERER
Il

= particle-phase shear stress at the interface defined by
Egs. (49

slip conditions was employed. Analytical solutions for the velocSubscripts

ity distributions and the skin-friction coefficients of both phases i
were obtained for stationary and periodic wall velocity conditions.
Representative results for various parametric conditions were pre>
sented graphically to elucidate interesting features of the solu-

interface
p = particle phase
free stream

tions. It was found that the presence of a magnetic field increased

the motion of the mixture along the surface with increased values

in the fluid-phase skin-friction coefficient. On the other handReferences
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Nomenclature

a
Bo
Cs

Ccﬁmc;g'u-o S+ <

<c

X
y

particle radius

magnetic induction

fluid-phase skin-friction coefficient
(Ci=(1-a)aUldn],-o)

particle-phase skin-friction coefficient

(Cp: aIB&Up/ﬁ”A 77:0)

correction factor defined by Eq7)
gravitational acceleration

Hartmann numberNi?= oB3a?/ u)
fluid-phase pressure

dimensionless fluid-phase reduced pressure
particle Reynolds number (Reya’y/1?)
dimensionless particle-phase wall slip factor
time

fluid-phasex-component of velocity
dimensionless fluid-phase horizontal velocity
(U=v/(ga*y)u)

fluid-phasey-component of velocity
dimensionless fluid-phase normal velocity
(V=wvl(ga*y)v)

distance along the surface

distance normal to the surface

Greek Symbols

a

B
am

n

= dense sediment particulate volume fractian,&0.6)

volume fraction of particles
particle-to-fluid viscosity ratio 8=,/ u)

dimensionless vertical distancey€y/a)
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Introduction This method is further applied by Chen et[al] and examined by

Liquid fuel and oxidizer turbopumps for rocket engines are us gomparisons with experiments. However, the effects of cavity de-

ally operated under cavitating condition with quite high rotationalelOloment are not included in these studies.
Y op u 9 au 9 - In the present study, as the first step of the study of three-

! d weiaht. Und h it ind v fall i Himensional tip leakage cavitation, numerical and experimental
size and weight. Under such conditions, inducers easily fall Infgy estigations on a two-dimensional leakage jet cavitation are car-

the unstable operation with severe cavitation instabilities such ASd out. Several two-dimensional analytical methods are pro-
cavitation surgéYoung[1]) and rotating cavitatiofKamijo et al. hosed and examined by two-dimensional experiments. In the ex-

[2]). These cavitation instabilities have been found to be causggrimental study, the behavior of cavity in the tip leakage flow,

by the positive mass flow gain factor, meaning that the cavigspecially its growing process and movement, is investigated by
volume increases if the flow rate is decreas¥dung [1] and ysing two-dimensional apparatus. The numerical study uses a vor-
Tsujimoto et al[3]). Thus, it is important to predict the cavitationtex method which includes the effect of cavity growth. Three
characteristics such as mass flow gain factor and cavitation cosimple models are proposed for the tip leakage cavitation. These
pliance. The latter is defined as the cavity volume increase duen@ddels are validated through the comparisons with experiments,
the unit inlet pressure decrease. mainly focusing on the effects of the downstream pressure and the
Cavitation occurring in inducers can be classified into twe¢hickness of tip leakage jet on the cavity behavior.
types—blade cavitation and tip leakage cavitation. The former has
been extensively studied, and it has made it possible to predi :
theoretically the values of mass flow gain factor and cavitatig%\&pe”memaI Apparatus and Procedure
compliance(Brennen[4] and Otsuka et a[5]). On the contrary, Figure 1 shows the experimental apparatus. It consists mainly
tip leakage cavitation is caused by the leakage flow driven by thé @ small two-dimensional water tank with 20 mm depth and a
pressure difference between pressure and suction sides. It ocd/¥ representing the blade with a small clearance at one end. The
mainly in the low pressure region in the vortex core formed b{P of the wall is rounded to prevent the cavity in the clearance.
rolling up of the shear layer between tip leakage flow and mafAn the left-hand side of the wallupstream side a vertically
flow, and also in the low pressure region of the shear layer. ROvable piston is placed on the bottom of the tank. On the other
large amount of tip vortex cavitation is generally found in reafide(downstream sidean air chamber is placed. The initial pres--
inducers. However, only a few studies have focused on the undgire is adjusted by using a vacuum pump. The tip leakage flow is
standing of basic characteristics of tip leakage cavitation. The fffiuced by(i) lowering the internal pressure at least below the
leakage cavitation sometimes has a very complicated struct@®@Pient pressurdii) pulling out the piston and keeping the dis-
with not only the tip vortex cavitation but also the cavitation in th@lacement to 10_mm from the wallii) rele_asmg the piston. Then,
shear layer. In the present study, we consider the simple case gi&tplston is driven by the pressure difference across it, and a

with the tip vortex cavitation, which is also observed in real sit an amount of water is |njectec_i d_ov_v_nstrea_1m until the piston
collides on the lower wall. The cavity initiated in the vortex core

ations with larger tip clearance. apidly grows as long as the leakage jet lasts, and shrinks just after
Rains[6] first proposed applying the slender body approxim he collision of the piston on the casing wall. In the present study,

tion to thg tiplleakage vortex, in WhiCh three-dimensional tip lea we focus only on the growth phase because the collapse phase is
age flow is simulated by a two-dimensional unsteady cross ﬂOWOt a natural one

Commibuted by the Fluids Endineering Division f biication in oA The velocity of the tip leakage flow, the unsteady downstream
ontributed by the Fluids Engineering Division for publication in NAL ; ; f

OF FLUIDS ENGINEERING. Manuscript received by the Fluids Engineering Divisionp.ressure' .and the cavity be_hawor such as the traJeCtorY and the
March 22, 2000; revised manuscript received October 13, 2000. Associate Edit8Z€ of cavity, are Observed. in the eXpe“memS- The Velo?'W .Of the
J. Katz. tip leakage flow can be estimated by taking the time derivative of

50 / Vol. 123, MARCH 2001 Copyright © 2001 by ASME Transactions of the ASME

Downloaded 03 Jun 2010 to 171.66.16.149. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



Pressure

Jtransducer
Clearance gap
Y _/
Flow 7’
80
10
TN
- _@ 4 R
Blade
(a) Top view
Air chamber !
A5 T 1AZ)
/RN
) %
I A 71
//////,T/ /ﬁ//' p 7 /[//,
20 Y 2/ /7 A ; VIO TIIIYL
|
Piston P || U tube moson . cons
! t=0.070[s]

Fig. 2 Example of pictures of cavitation in the two-
(b) Side view dimensional tip leakage flow (7=6.2 [mm], P,=5 [kPa])

Fig. 1 Experimental apparatus

The repeatability is also confirmed by carrying out the same

experiment several times for the same condition. In this paper,

the displacement of the piston which is measured by a gap senggpults are averaged with three to five samples for each condition.
The unsteady downstream pressure is measured by a presg—lﬁ*éle 1 SUmmar.lZeS the experlmental_condltlons. |_n|t|a| down-
transducer at the location shown in Fig@ll Because it was Stream pressure is represented by nominal values with real values
found that the pressure transducer had a different gage factos&@wn in the parenthesis. Vapor pressure is estimated from the
large negative pressure, a calibration was made at negative pigter temperature. )
sure by using a U-tube manometer filled with mercury. The tra- Uncertainties for each measurement are estimated as follows.
jectory of the cavity and the cavity size are estimated from thEhe uncertainty in the velocity of the leakage flow is less than 5
high-speed video picture&00 frames/s It was found from the Percent of the velocity because it depends mainly on the uncer-
video pictures taken from the side that the cavity is almost twéainty of the initial displacement of the piston. The piston can be
dimensional and cylindrical except just after the inception of theet to be 10.0mm] with the error less than 0fsnm]. The uncer-
cavity. The cavity initiates near the upper wall, but grows rapidl(&'t{'ty in the pressure depends mainly on the calibration using the
mainly to the spanwise direction. Then, the cavity becomes almééttube filled with mercury. The error for reading the height of the
cylindrical and grows gradually to the radial direction. So wéahercury column is less than Olim], which results in the uncer-
evaluate the cavity size by the area viewed from the top and tiénty in the pressure of 0.[kPa] at most. The cavity behavior,
trajectory of the cavity by the location of the center of cavityespecially the cavity size, is difficult to measure accurately from
Figure 2 shows examples of the high-speed video pictures. T#e high-speed video pictures. Results obtained in the present
cavity is observed clearly enough for the estimation of the size
and the location of the cavity.

Experiments were made for various values of the initial pres- Table 1 Experimental Conditions
sure Py and the tip clearance. The initial pressure was set by oy
adjusting the pressure in the air chamber using a vacuum pump. Clearance, | Initial pressure, | Vapour pressure,
should be noted that, by changing the tip clearandbe velocity 7 {mm] Py [kPa] pv [kPa]
of the tip leakage flow varies in accordance with the variation of]

the tip clearance. Case 1 561 L7
Distilled water is used and is sufficiently deaerated to avoid thg (e 2 6.2 7 (6.9) 1.7

influence of inpurities as much as we can. We have confirmed thg

we can diminish the influence of the water quality on the growth| Case 3 9.2 1.7

of the cavity by deaerating the tested water for more than 6 hours Case 4 4.4 5(5.0) 15

However, the cavitation inception might be very sensitive to the|
water quality, so we abandoned getting to the study on the cavij cgage 5 9.6 5 (4.5) 15
tation inception.
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study might contain the error of 5 percent. The location of thigom the leakage velocity at=kAt asT',=[U ;(kAt)]?At/2, and
center of the cavity can be estimated with the error less thanitlis introduced at the location of Ax,,—7) where Ax
[mm] if the center of the cavity is clearly identified. It should be=U;(kAt)At/2.
noted that the time resolution in the estimations of cavity behavior The complex potentiaWg representing the cavity growth is
is 2 [ms], which comes from the frame rate of the high-speegkpresented as follows by assuming that the cavity is cylindrical.
video camera, 500frames/$.

There should be a certain similitude to generalize the charac- Js
teristics of leakage cavitation, and the results should be shown in Ws=25_[In(z—2g) +In(z+ zg)+In(z—2z5) +In(z+25)] (4)
the nondimensional form. However, we could not find any nondi-

mensional parameters with the small number of our trail data. Sgpere 25 is the center of cavity. The strength of sourgg is
hereafter, the results are represented in the dimensional form. represented bygs=27RdRdt, where R(t) is the radius of

cavity.
Analysis by Vortex Method The free vorticed", and the free sourcgg are convected on
the free velocity which can be obtained by takingerivative of
Fundamental Flow Field. As shown in Fig. 3, the two- the complex potential of Eq(l). The cavity radiusR and the
dimensional tip leakage flow field can be modeled by a sourgeowth ratedR/dt are still unknown for the determination of the
distribution q; representing the tip leakage jet and discrete freflow field.

vorticesI', representing the shear layer, which are released from . . . .
k [P J Y Evaluation of Cavity Growth. It is assumed that the cavity

the tip of the blade. The effects of walls far downstream are ig-.- : )
b gmtlates at the location where the pressure first becomes lower

nored for simplicity. Tip leakage vorticds, are released for each h s al d that th .
time step corresponding to the temporal jet velocity. The veloci§}@n the vapor pressurg, . It is also assumed that the cavity
sists of a single small spherical or cylindrical bubble. We in-

induced by the growth of the cavity is represented by a free sou )
whose strength is determined from the cavity growth, as descripgduce here three types of cavity mod8i—(Ill), and only the

in the following section. Thus, the velocity field at the tirhe model(lll) considers the eff_ect of cavity growth on the flow field
—nAt can be represented as the total of the complex potentfrough the complex potential &g .

induced by(i) the source distribution of tip leakage &, (ii) the (I) The cavity size is simply estimated from the area where the
free vorticesI'y representing the shear layer, afiid) the source pressure is lower than the vapor presspye

gg representing the cavity. Boundary conditions on the upper wall (II) We assume that a single spherical cavity initiates at the
and the blade can be satisfied by introducing the mirror imageslo€ation of the minimum pressune,,,. The radius of spherical
singularities. Denoting the complex potentials(Df(iii) by W;,  cavity Ris determined by the following Rayleigh-Plesset equation
Wy, andWjg, the complex potential can be represented as folvith the minimum pressurg;, -

lows. R 3 (dR 2 Prmin— Py

W= W+ W+ Wi ) RaeT2lat) =~ 5 ®)

be represented by distributing the constant sourcéetweeny ~ With its height of 20 mm(= channel heightwith the same vol-

= — 7 and  along they-axis. ume as that of spherical bubble obtained above.
. (1) Here, we derive the equation for the growth of cylindrical
W,= f &In(z—i »dny cavity from the unsteady version of Bernoulli equation. Applying
_2m it between the cavity surfad@ (z=zz+ Ré€?) and the location of

the pressure measurememt=(z,.), and then assuming that the
pressure on the cavity surface equals the vapor pressure, we can

ds . . . .
= gy LZTinnz=in) = (z+in)in(z+in] @) obtain the following equation.

- i i i i M) 1 1 ¢ _p-p
Y;Zﬁ;%?jet.zuj(t) with U,(t) denoting the velocity of the tip Re<7)+§WBW§+E(WBV\GWJFWEWJW) _ ; b ©)
The complex potential of free vortica4,, can be represented i
as follows. where
ST ’ W 1 c
k % B3
Wy= 3, 5 [In(z=20-+In(z+ 29 —In(z—2,) ~In(z+2})] PPl rd M) Dy i @
7=z,

3
wherez, is the location of the free vorteK, and* denotes the and[ ] in Egs.(6) and (7) means to subtract the value &t z,,
complex conjugate. The strength of the vortiégsis determined from the value on the cavity surfadg. Moreover,W; =W,
+WV andWJ+V:WJ+WV Wlth WJ,V,B: l?W‘]’V'B/l;Z denOtlng the
velocities induced by the leakage jet, the free vortices and the free
source, respectively. The pressyrg is a virtual pressure on the
cavity surface, obtained by subtracting pure effects of the leakage
+ Vortex jet and the free vortices from the downstream presgure Be-
. cause we assume a small cylindrical cavity, we can estimate the
"4 1 Zk o
() O.rk values of\A{J+V andwj,, y at the center of cavity instead of those
7 Wall wall on the cavity surface. _
Clearance r’ = *’ a We assume here that the distances between the free source rep-
I — T C\ ' r resenting the cavity and its mirror images are sufficiently small
7 Uy AL e compared with that between the cavity and the location of pres-
Blade Blade sure measurement. Moreover, we approximate the moving veloc-
‘ ity of the cavity byw;, . Combining Eqs(4) and(6) with the
relation ofqgg=27RdRdt, it can be easily found that the highest
Fig. 3 Model for present calculation order time-derivative of cavity radius is included Rs?R/dt? in

3; X Source
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the first term of the left-hand side of E). Then we can repre-
sent Eq.(6) as follows, which determines the cavity growth.

d’R dR pL—p

W:f R,E,ZB,ZOC,WJ+V,TU (8)
The cavity size is evaluated as the area of circle with its radius of
R.

In all calculations, the experimental values of the velocity of
the tip leakage jet,(t) and the downstream pressyse at the
pressure tap shown in Fig. 1 are used. The initial radius of the
cavity is set to be 0.00emm] after confirming that its influence
can be seen only for a few time steps just after the inception. The
time increment is set to hiet=0.39[ us]. It is also confirmed that
the result of the calculation by the mod@ll) with the smaller
time increment shows that the global behavior does not largely
change although the cavity initiates earlier.

Results and Discussions

Comparisons Among Calculations. Here, to examine the
validity of the numerical modeld)—(lll ), the comparisons among
the numerical results and also with the experimental result are
made for the case with the initial pressureRyf="5 [kPa| and the
tip clearance ofr=6.2 [mm]

Figure 4 shows the time histories of the cavity behavior ob-
tained by the experiment and the three numerical models. As
shown in Fig. 4a), the trajectory of the center of cavity is well

y [mm]

-10

t=0.023[sec] |

1 L i L i1

10 20
X [mm]
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t=0.039[sec]

simulated by all calculations. Figurgh} shows the time history T ';- 3
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ties in the location of center of cavity and cavity size are 1
and 20 [mm?], respectively ).
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(¢) t=0.039][s], model(III)

Fig. 5 Comparisons of distributions of discrete vortices be-
tween calculations  (1)-(Il) and (lll) (+=6.2[mm], P,=5 [kPa])

model(lll) agrees well with the experimental one while the cavity
size is over-estimated in the calculations with the modigland

(I. The reason can be related with the distribution of the discrete
vortices. As shown in Fig.(®), in the calculations with the mod-
els (I) and(ll), the discrete vortices shed from the tip are gather-
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Fig. 6 Time histories of leakage velocity and downstream respectively ).

pressure (7=6.2[mm], Py=5, 7 and 9 [kPa]. Uncertainties in
the leakage velocity and downstream pressure are 0.5 [m/s]
and 0.1 [kPa], respectively ). pected to be almost independent of the initial pressure in the
present study because the piston is driven by the pressure differ-
ence between the initial pressufe-9 kPa and the ambient pres-
ing at the center of vortex core, and the pressure there continuestioe (100 kPa which for the present apparatus was minimally
decrease even after the inception of the cavity. Thus, the cavitgried. It should be noted that this independence might be only
grows rapidly with the decreasing minimum pressure. On tteeen in the present experimental apparatus and not applicable to
other hand, in the calculation with modgll ), the discrete vorti- many 3-D flow situations.
ces around the center of vortex core are scattered due to the cavitfigure 7 shows the experimental and numerical results of the
growth, and the pressure there does not decrease so much withcéngty behavior under the same conditions as in Fig. 6. The cal-
sparse population of vortices, resulting in the gradual cavityulation is made with the modélll). From the trajectory of the
growth. center of the cavity shown in Fig.(@, we can see that the ex-
Because the modédlll) is found to simulate the cavity behaviorperimental and numerical results are in reasonable agreement al-
the best, discussions below are made based on the results ofttimigh the cavity initiates earlier and moves a little faster in the
calculation with modellll). experiments than in the calculations. It is unknown what causes
these discrepancies in the time scale offsets when using the nu-
merical model. Figure (b) shows the time histories of cavity size.
WE is easily imagined, it can be seen in both experimental and
YWmerical results that the cavity becomes larger for the case with
e lower initial pressure. The present numerical matle) can

Influence of Downstream Pressure on Cavity Behavior. In
this section, to examine the influence of the downstream press
on the cavity behavior, experiments under various initial press
conditions were carried out. Also, the calculations using t

model (lll) were made and validated through the comparisonigi;\y \vell simulate the influence of the downstream pressure on

with the experimental results. ; ; -
! ; S . .the behavior of the tip leakage cavitation.
Figure 6 shows the time histories of the velocity of the tip P g

leakage jet and the downstream pressure obtained by the experinfluence of Tip Clearance on Cavity Behavior. It is inter-

ments under various initial pressure conditioRy€5,7,9[kPal) esting and desirable to examine the influence of both the tip leak-
for the case with the tip clearance 8£6.2 [ mm]. From the time age velocity and the gap of the tip clearance on the behavior of the
history of leakage velocity shown in Fig(#, we can see that the cavity. However, our experimental setup cannot change them in-
leakage velocity is almost independent of the initial pressure. @ependently. So, in this section, we examine the cavity behavior
the other hand, the curves of the downstream pressure are par&iglerimentally for the cases with three values of the tip clearance
with each other for all conditions. The leakage velocity was exgap. We should note that the leakage flow velocity also varies
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Fig. 8 Time histories of leakage velocity and downstream spectively ).

pressure (7=4.4, 6.2 and 9.6 [mm], Py=5 [kPa]. Uncertainties
in the leakage velocity and downstream pressure are 0.5 [m/s]

and 0.1 [kPa], respectively ). the size of cavity becomes quite large compared to the tip clear-

ance. However, the discrepancies with the experiments are more
remarkable when the cavity is larger. This is considered to be the
with the variation of the tip clearance gap. The calculations usitighitation of the application of the numerical model based on the
the model(lll) were also carried out and compared with the exassumption of small cylindrical cavity.
perimental results.
Figure 8 shows the time histories of the velocity of the tiFConcIusion
leakage jet and the downstream pressure obtained by the experi- ) ) )
ments with various tip clearance ot 4.4, 6.2 and 9.mm]. The Results obtained in the present study can be summarized as
initial pressure is set to be,=5 [kPa]. From the time history of follows.
the leakage velocity shown in Fig(d), we can see that the leak- 3 A gimple numerical model based on the assumption of single
age velocity is Ia_rger for the smaller tip cleara_nce. It was cong, cylindrical cavity(Model 1ll) is proposed to simulate the
firmed that the displacement of the piston, which drives the t

leak f did h hd di h o-dimensional tip leakage jet cavitation.
eakage flow, did not change very much depending on the D, igher initial pressure makes the cavity smaller simply be-
clearance. The time history of the downstream pressure is al

ind 4 he tio cl h . 3 M@3hise the pressure around the cavity becomes higher in this case.
independent on the tip clearance as shown in Fig). The proposed numerical mod@ll) succeeded in simulating this
Figure 9 shows the experimental and numerical results of t

cavity behavior under the same conditions as in Fig. 8. From the ency

traiect £ th ter of th itv sh in Fi 3 The cavity is smaller for the case of larger tip clearance in
rajectory of the center of the cavity shown in FigaR we can e qystem examined. This is caused by smaller tip leakage jet
see that the cavity moves faster for the cases with the smaller

clearance. This is simply because the leakage velocity is Iarq\gorﬂ%e{hls tendency is also simulated by the proposed numeri-

with the smaller tip clearance. Figuréb® shows the time histo-

ries of the cavity size. We can see that the cavity is larger for theThe numerical model proposed in the present study is found to
case with the smaller tip clearance. It is conjectured that the large able to simulate the two-dimensional cavitation in tip leakage
velocity of the tip leakage jet due to the small clearance makes thertex. The present 2-D unsteady model should be adapted to
tip vortex stronger. This results in the lower minimum pressur@mulate 3-D steady tip leakage cavitation by applying a slender
and in the larger tip vortex cavity. It is also shown that the presebody approximation as proposed by Ra[®d. The authors are
numerical model simulates the behavior of the cavity well untdurrently completing this adaption.
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Nomenclature Subscripts

f = function representing cavity growth, defined in Eq. B = values concerning source representing cavity develop-
(8) ment
i = imaginary unit J = values concerning tip leakage jet
P, = initial pressure in experiments k = index of vortices '
Pmin = Minimum pressure in the flow field V = values concerning vortices
© = values at pressure tap

p, = vapor pressure
p.. = downstream pressure

p., = virtual pressure, defined in E7)

g = strength of source References
R = I‘_&ldIUS of cavity [1] Young, W. E., 1972, “Study of Cavitating Inducer Instabilities, Final Report,”
t = time NASA-CR-123939.
X,y = coordinates [2] Kamijo, K., Yoshida, M., and Tsujimoto, Y., 1993, “Hydraulic and Mechani-
_ i i f cal Performance of LE-7 LOX Pump Inducer,” AIAA Journal of Propulsion
i~ velocity of tip Igakage Jet and Power9, No. 6, pp. 819—826.
W = complex potgnnal ) [3] Tsujimoto, Y., Kamijo, K., and Yoshida, Y., 1993, “A Theoretical Analysis of
w = complex conjugate velocity Rotating Cavitation in Inducers,” ASME J. Fluids Endl5 pp. 135-141.
z = complex coordinates=x+iy [4] Brennen, C. E., 1978, “Bubbly Flow Model for the Dynamic Characteristics
— ot ; of Cavitating Pumps,” J. Fluid Mech89, pp. 223-240.
At . time .Increment . . [5] Otsuka, S., Tsujimoto, Y., Kamijo, K., and Furuya, O., 1996, “Frequency
Ax = location of |ntr0_duct|0n of new vortices Dependence of Mass Flow Gain Factor and Cavitation Compliance of Cavi-
I" = strength of vortices tating Inducers,” ASME J. Fluids Eng118 pp. 400—408.
p = density [6] Rains, D. A., 1954, “Tip Clearance Flows in Axial Compressors and Pumps,”
. California Institute of Technology, Hydrodynamic and Mechanical Engineer-
T tip clearance ing laboratories Report No. 5.
Superscript [7] Chen, G. T., Greitzer, E. M., Tan, C. S., and Marble, F. E., 1991, “Similarity
. Analysis of Compressor Tip Clearance Flow Structure,” ASME J. Turbom-
* = complex conjugate ach.,113 pp. 260-271.
56 / Vol. 123, MARCH 2001 Transactions of the ASME

Downloaded 03 Jun 2010 to 171.66.16.149. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



T. A. Waniewski

Research Scientist,

Naval Hydrodynamics Division, IVI easu re m e nts Of Ai r Entra i n m e nt

Science Applications International Corporation,
10260 Campus Point Dr., M/S C4, b B W

San Diego, CA 92121 v OW a"es

C. E. Brennen

. L This paper describes measurements of the air entrained in experiments simulating the
Professor of Mechanical Engineering

breaking bow wave of a ship for Froude numbers between two and three. The experiments
F. Raichlen and the characteristics of the wave itself are detailed in T. Waniewski, 1999, “Air En-

: trainment by Bow Waves; Ph.D. theses, Calif. Inst. of Tech.” The primary mechanism for
air entrainment is the impact of the plunging wave jet, and it was observed that the air
bubbles were entrained in spatially periodic bubble clouds. The void fraction and bubble
Division of Engineering size distributions were measured in the entrainment zone. There were indications that the

IS surface disturbances described in Waniewski divide the plunging liquid jet sheet into a
and Applied Science, series of plunging jets, each of which produces a bubble cloud.

California Institute of Technology, .
Mail Code 104-44 [DOI: 10.1115/1.1340622

Pasadena, CA 91125

Professor of Civil and
Mechanical Engineering

1 Introduction dimensional” wave breaking and there is little information on the
To our knowledge, there are no records in the literature of vo&}ghly three-dimensional processes which occur in breaking bow

. . PR ves. The research presented herein used a three-dimensional
fraction and bubble size distribution measurements beneath bregkz = tow wave. described by Waniew$kil], which al-
ing bow waves in the field, probably because this type of expejj; : .

Id b dinglv difficult and v There h b wed for detailed examination of the wave breaking and air en-
ment would be exceedingly difficult and costly. There have beefainment processes. One set of experiments were performed in a

however, studies which measure void fraction and bubble sz 1, |ong recirculating flume and are referred to herein as the
distributions beneath other types of plunging breaking waves ipyge flume experiments. The waves were created by a deflecting
cluding white caps, and two-dimensional and three-dimensionghte mounted at an angle to the oncoming supercritical flow in

plunging waves created in laboratory wave tanks. An early eie flume. The Froude number of these flows was limited by the
ample is the measurement of bubble size distributions under whifgme and ranged from two to three.

caps by Blanchard and Woodcofk. Later, sets of void fraction
measurements were made by Lamarre_ and .Melville for. twoy Experimental Equipment
dimensional plunging wave$2], three-dimensional plunging
waves[3], and white cap$4] using impedance-based void frac- The 40 m flume is 109 cm wide and 61 cm deep with 1.3 cm
tion instrumentation. They observed that wave breaking createfigk tempered glass sidewalls and a stainless steel bottom plane
bubble cloud which can have a void fraction as high as 30—4@ within 2.5 mm. It was filled with city tap water at about 23°C.
percent. This cloud, primarily comprised of millimeter sized-low rate,Q, is measured using a venturi meter and the degth,
bubbles, then degasses rapidly leaving behind a diffuse plumei®fmeasured with a point gage. The maximum discharge is ap-
microbubbles. Bubble production rates and size distribution megroximately 0.394 nis. To create a super-critical flow, a 20.3 cm
surements for the larger bubbles were made by Cipriano and Bldvgh two-dimensional spillvay section was installed at the up-
chard[5] and Loewen et al[6], among others. Bubble popula-stream end of the flume, downstream of a 8.1 m long reservoir.
tions in fresh and salt water were compared in studies such Hie test section is located approximately 24 (or over 200
Cartmill and SU 7] and Loewen et a[6]; bubble plumes in fresh depths for the flows investigatediownstream of the spillway.
water contain a larger number of smaller bubbles than those in sHftis location ensured a fully developed flow and also gave the air
water. bubbles entrained in the flow downstream of the deflecting plate
Bow waves are continuously breaking plunging waves, ariieé maximum time to settle out. Here, a 75 cm long by 50 cm high
Chanson and Cumming8] found that the air entrainment procesducite plate was mounted at an angléo the oncoming flow to
for plunging, breaking waves is similar to that for an inclinegimulate a wedge shaped hull with half angleThe plate’s lead-
plunging jet in cross flow. Studies concerning gas entrainment B} €dge was machined to a sharp edge and displaced 12 cm from
plunging liquid jets are summarized in a recent review by [Bih the flume sidewall to reduce the effect. of the boundqry layer on
show that the nature of the air entrainment process depends dif@ Wall of the flume. A steady breaking wave, similar to that
number of parameters including the flow rate, jet surface turb@PServed at the bow of a ship, is created as the flow rides up on

lence, and jet geometry. Chanson and Cummifigd use the € plate. d based void fracti devel
information from these works to predict the volume rate of air AN Impedance based void fraction mefgyFM) was devel-

; ; ; d to measure the void fraction, in these high speed, un-
entrainment, bubble sizes, and bubble penetration depth for pIur‘? € ; ! '
ing breakers and demonstrate good comparison with the exp cady, multlphase_ flows. The IVFM prob_e, ba;ed on a design by
mental field data. anson[12] consisted of two concentric stainless steel elec-

Lamarre and Melvillg 2] showed that the air entrainment pro-tmdes’ as shown in Fig. 1. The probe tip was aligned with the

: . . : irection of the bubble velocity, and its small dimensions allowed
cess is closely coupled with the breaking wave dynamics, bﬁl A ' -
virtually all of the investigations described above focus on “twos l{o respond to individual bubbles. The impedance across the two

electrodes, which increased with void fraction, was mainly resis-
tive for excitation frequencies below the megahertz level. The

Contributed by the Fluids Engineering Division for publication in ticeJBNAL ; ; ; _
OF FLUIDS ENGINEERING. Manuscript received by the Fluids Engineering Division?IECtronICS were dESIQned to datacl mmdiameter bubble mov

June 4, 1999; revised manuscript received October 17, 2000. Associate Editfd at 2 m/s; therefore, the mini.mum frequency response.reqUired
M. Sommerfeld and J. Katz. was 4 kHz. The present experiments used 500 kHz excitation at
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Fig. 1 Cross sectional view of the IVFM probe  (not to scale ).

-4t
the level of =2.5 V applied to the inner electrode, and the outer
electrode was grounded. The output was low-pass filtered with a
cutoff of 40 kHz and demodulated to provide a DC signal propor- =5 1 5
tional to the local void fraction. 0 3

Single bubble tests were conducted to determine the sensitivity time (s)
of the IVFM probe_to bubb_le position. The probe was mounted 'Bg. 4 Typical IVFM signal from the calibration experiments. A
a tank of water with the tip pointing downward. Single bubbleg|tage of —1.2 V occurs when no air bubbles are touching the
were intermittently released from a stainless steel tube inSta”QQ)be tip, and each large negative pulse corresponds to an air
several centimeters below the probe. The bubbles were of unifobubble encounter.
5 mm diameter just before release and deformed as they traveled
upward as shown in Fig. 2. The high speed video camera and the
IVEM data acquisition system were triggered simultaneously at
timet=0 ms. Figure 3 shows the voltage signal corresponding to
the images shown in Fig. 2. Correlation of numerous images andy e ey two-phase flow facilitfsee Kytoma413]) was used
V°'ta9‘? signals like these _conflrmed that_ a large negative VOltaT‘%;calibrate the IVFM. It included a 10.2 cm working section with
pulse IS produced e.ach time a t.JUbble. impacted the probe. air injector at the lower end. The injector produced air bubbles
pulse width was defined as the time difference between the tW0 ,,itorm diameter of roughly 5 mm. Two static pressure taps
Crossings of a p_a_lrtlcular voltage Ievel._ The pulse amphtude aﬂ%ated 1.1 m apart, and approximately equally spaced above and
width were sensitive to the lateral location of the bubble atimpagl,; the downward-pointing IVFM probe, were connected to an
and this relationship is defined in Waniewsk]. inverted manometer. The reading from this manometer provided
the steady-state void fractior, The IVFM signal was sampled at
2 kHz; a typical signal corresponding éo=4.31 percent is shown
in Fig. 4. High speed videos confirmed that each pulse corre-
sponded to the impact of a bubble on the probe tip. The IVFM
signals were digitally processed using a fourth order Butterworth
filter with a cutoff frequency of 1 kHz. Forward and reverse fil-
tering were used to prevent phase distortion, and the mean noise
level was subtracted from each signal to compensate for any drift

n n
(@) 30 ms (©) 34 ms (© 38 ms @42 ms (e) 46 ms (® 50 ms in the IVFM electronics.

The void fraction was calculated from the processed signal us-
ing a procedure suggested by IsHi#] for Eulerian time averag-
ing of two phase flow mixtures. The phases are designated by the
subscriptk wherek e {1,2}. The state density functiom,, for
[ i the kth phase at location and timet is defined as taking a value

Fig. 2 Frames from high speed video of the single bubble
tests showing the IVFM probe tip above the tube which re-
leased the bubbles. The time is noted beneath each frame.

of unity when thekth phase is detected and zero when it is absent.
The time averaged phase density function or void fractign, is
then given by

1
ak(XO,to): lim — Mk(XO,t)dt (1)
50 At Jiag

where § is the interfacial region thicknegassumed to be small

X, is a reference location, arg is a reference time. The time
interval At is fixed and large enough to smooth out local varia-
tions in flow properties. Since the actual electronic output was not
a simple binary signal, it was necessary to use a threshold output
value to convert it to either a zero or unit valueMf(x,t) so that

a could be calculatedWaniewski[11]). Similar methods have
been used by other researchers using conductivity probes to mea-

‘30 1020304050 100 150 sure void fraction(see, for example, Teyssedou et [ak]). _
time (ms) The 'callb_ratlon was repeateo_l on_four dlfferent_ days, _and a typi-
cal calibration curve is shown in Fig. 5. The void fractions were
Fig. 3 Typical IVFM signal from the single bubble tests; the estimated using three different IVFM signal thresholds. A thresh-
frames from the corresponding high speed video are shown in old of —0.75 V gave the best agreement, especially at the lower
Fig. 2. void fractions as can be seen in Fig. 5.
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F=2.90.

Fig. 5 Calibration data for the IVFM from the bubbly column
facility. The different groups of points were produced by pro-

cessing e same data set using diferent tresholds: 4 (o) 197 verified the IVFM signalisee WaniewsKiL1] for detaild; a typi-
threshold =—1.00 Vi A linear curve fit for the data c7orrespond- cal signal is presented in Fig. 8. Next, the repeatability of the

ing to threshold =—0.75V also is shown. results was tested. A set of nine IVFM signals were sampled at 20
kHz for 3.2 s at one location under the same circumstances. These
had a mean void fraction of 3.2 percent and showed a standard

. . deviation of 0.8 percent thus demonstrating repeatability. Subse-
3 Experimental Observations

The air entrainment process in the large flume experiments
could be observed best when the laboratory was darkened and a x
stroboscope was positioned to provide a high intensity and short
duration, 0.5us, light pulse through the window in the bottom of
the test sectior(Waniewski[11]). Observations of the bubbles
were made through the glass sidewall of the flume and both direct
inspection and high speed movies and videos showed the primary
source of air entrainment resulted from the impact of the plunging
wave jet on the passing water flow. The resulting splash forms
droplets which reimpact causing further entrainment, but this sec-
ondary entrainment mechanism will not be addressed (e,
for example, Prosperetti and Ogli6)).

The plunging wave jet entrained air in “bursts,” forming ap-
proximately spherical clouds of bubbles visible beneath the free
surface. This observation is similar to that of Chanson and Cum-
.mln.gs[8] In thelr. gxperlments on a planar suppor.ted jet. For h,'glhig. 7 Schematic diagram of the planform of the flow with a
jet impact velocitie4—8 m/9 they reported a thin layer of air ypjcal \VFM traverse (---) indicated.
entering the flow at the impact point, adding that the “air pockets
are entrained by discontinuous gusts at the lower end of the ¢ © 1
layer.” In the present experiments, high speed videos reveale
that the bubble clouds had a diameter of about 5—10 cm and we
comprised of bubbles which were more tightly packed at the cel 0
ter of the cloud than at the edges. Moreover, the formation ¢ ‘7
these clouds was spatially periodic so that a train of bubble clout
could be observed beneath the free surface at any particular n<°
ment in time. A typical photograph of bubble clouds is shown ir=""
Fig. 6. Photographs of individual bubbles within the bubble%
clouds were obtained using a telephoto lens, and though most &
the bubbles appeared to be 1-5 mm in diameter, larger finger-lilQ —2F ]
pockets of air also were observed. These did not persist in ti
clouds; either they were broken up into smaller bubbles by th V
turbulent flow or they rose to the free surface. Finally, the cloud 3¢ .
grew in size as they were convected downstream.

First appearance
of splash

. . . _4 L L
4 Void Fraction and Bubble Size Measurements 11 12 13 14 15

For void fraction measurements beneath the simulated ba time (s)
wave, the IVFM probe was mounted on the carriage described In
Waniewski[11]. Measurements were taken at a series of locatiopfy. 8 A typical signal from the IVFM located several centime-
in the impact line region of the bow wave plunging jet; one sucfers beneath the bow wave plunging jet:  =26°, U=2.39 m/s,
traverse is shown in Fig. 7. A preliminary series of experimeni$=6.47 cm, F=3.00, and @=6.5 percent.
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and d; is the diameter of the bubble cloud. At locatiortf
=10cm, typical clouds were 7 cm in diameter and the above
expression yielded §,; of 62 cnt/s.
_ The same IVFM signals were used to produce bubble chord
distributions for the bubbles which comprised the bubble clouds.
The typical dimension of the individual bubbles was represented
by a quantity called the bubble chordl, calculated usingl
=UAT whereAT is an individual pulse width in the IVFM sig-
nal. Note that since very small bubbles remain spherical, this
chord should be close to the bubble diameter. Similar bubble
chord calculations for a dual tip conductivity probe are described
by Chansor{17] Bubble chord histograms were compiled using
bin size of 2 mm. Separate measurements at the same location
demonstrated that the histograms were repeat@haniewski
[11)).
Figure 12 presents typical bubble chord histograms for bubble
- . . . clouds that passed through the traverse shown in Figl) 1Note
%0 65 70 75 80 that most of the bubble chords were 1-7 mm, consistent with the
y (cm) high speed video observations of the size of the individual
bubbles. Note also that the number of bubbles in this size range
Fig. 9 Local, averaged void fractions beneath the bow wave increased from the edge to the center of the cloud and from the
plunging jet for a traverse at x=91.2, and for #=26°, ¢=0°, bottom to the top of the cloud. Larger pockets of air existed in the
U=2.48m/s, d=7.89cm, and F=2.82. The IVFM measurement  center of the cloud near the free surface, giving rise to the larger
locations are marked (@) and labeled with the void fraction bubble chords registered at those locations.
(percent ). Nine equally spaced contour levels  (Aa=1 percent)
also are shown.

5 Frequency of Bubble Cloud Encounters

As described in Section 3, the formation of the bubble clouds
was observed to be spatially periodic. Since the clouds convect
guent measurements were repeated only three times for eachdownstream with the mean flow velocity, they pass a particular
cation; the mean of the three is reported hereafter. location at some specific frequency. High speed video of the
An example of time-averaged, ensemble-averaged, void framibble clouds was used to estimate this frequency of cloud en-
tion data for a traverse as viewed from downstream is shown éounters with the IVFM probe. Each frame of the video was ex-
Fig. 9. The leading edge of the deflecting plate is located atnined, and it was noted whether or not a bubble cloud was
(x,y)=(0,0) and the upstream free surface is located¢-aD. present at the probe tip. Frequencies of cloud encounters for flow
Void fraction contours were constructed and highlight the trend®nditions similar to those in Fig. 8 were between 7 and 14 Hz.
in the data. Because the free surface was unsteady, it was noA signal processing technique was implemented to extract the
possible to estimate the void fraction at locations abave same information from the IVFM signals. This required a quanti-
—1 cm without the free surface dipping below the probe or theative definition of a cloud, and so it was assumed that two
probe entraining air. In addition, there is a surface proximity ebubbles located 1 cm or less apart belong to the same bubble
fect for this type of void fraction instrumentation which is decloud since the clouds were about 10 cm in diameter. If two
scribed in Lamarre and Melvillg3]. bubbles are separated by 1 cm in the streamwise direction and
Figure 10 shows the void fraction contours for sets of traversasove at the mean flow velocity then the time delay between the
and confirms observations from the high speed video. First, thgo bubbles as they impact the IVFM probe tip can be calculated.
bubble clouds are shown to be roughly circular in cross sectidihe IVFM signal was processed using an algorithm which
and grow as they convect downstream. Second, the bubbles searched for successive pulses caused by individual bubble im-
more tightly packed at the cloud center than at the edges. Tpacts occurring within this time delay. Figure 13 shows the result
center of the cloud, the region with greatest void fraction, wasf this cloud detection algorithm for a typical IVFM signal. The
located directly beneath the impacting jet. lower graph shows the reciprocal of the time delay, or frequency
The void fraction mappings in Fig. 10 also were used to calcef individual bubble impacts with the IVFM probe, as a function
late the total volume of air entrained at particular streamwise lof time. To count the clouds, a particular individual bubble impact
cations. The areas between pairs of consecutive void fraction cérequency was chosen as a threshold. Since the mean flow veloc-
tours were calculated and multiplied by the void fraction in thosiey was 2.39 m/s, a threshold of 200%simplied that two bubbles
regions. A trapezoidal summation of these terms gave the tokallonging to the same cloud could have had a maximum separa-
volume of air,V,, per unit streamwise distance. Note that this iion distance of 1.2 cm. This threshold also is shown in the lower
a conservative estimate, since the void fraction was greater thgraph, and a cloud was counted for each local maximum greater
10 percent for some regions within the cloud but could not kiaan 200 5. Note that this technique does not count bubble
measured accurately. The results for the traverses of Fig. 10 aleuds for which only a single bubble impacted the probe tip;
included in Fig. 11 where* =0 corresponds to the origin of the therefore, it gives a lower bound for the frequency of bubble cloud
impact line. The data for the two sets of flow conditions appear #mcounters.
be consistent with one another despite the slight offset which wasThe frequency of bubble cloud encounters as a function of
within the repeatability of the experiments. Moreover, the datdepth also was explorg@Vaniewski[11]). Since the bottom edge
clearly shows that the quantity of air contained in the bubblef the bubble clouds was lower in void fraction, there was a
clouds increases with the distance downstream of the impact ligeeater chance at larger depths that only a single bubble would
origin. The slope of the quadratic fit in Fig. 11 was used to calmpact the IVFM probe and the algorithm would not count the
culate the volume rate of air entrainme®y,;;, for a given bubble cloud because the same threshold was maintained for all depths.

cloud where Hence, the cloud frequency decreased with depth. Near the sur-
face, the typical cloud frequencies measured were 15 Hz as illus-

Q.= Ud dLalr trated by Fig. 13; this frequency is similar to those obtained earlier

ar Cdx* from the high speed video. When compared with the frequency of

60 / Vol. 123, MARCH 2001 Transactions of the ASME

Downloaded 03 Jun 2010 to 171.66.16.149. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



-1

-1

1%/

z (cm)
b

a<1% < 1%

%0 60

70 30 80
y (em)

70
y (cm)

(a) z = 73.4 cm, * = 4.4 cm; plung-

(b) ¢ = 70.8 cm, z* = 17.8 cm;
ing jet impacts at y = 63 cm.

plunging jet impacts at y = 56 cm.

-1

-1

3‘70

1%/

z (cm)
&

a<1% a<1%

30

60 70 30 60 70
y {cm) y {cm)

(c) z =81.0 cm, * = 12.0 ¢m; plung- (d) z = 75.9 cm, " = 229 cm;

ing jet impacts at y =~ 65 cm.

plunging jet impacts at y = 60 cm.

6%

Z (cm)
&

3%

1 5_3
/ N
1%

a<1%

20 60

70 3
y (cm)

{e) x =91.2 cm, z* = 22.2 cm; plung- (f) x =84.2 cm, z* = 31.2 cm; plung-
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Fig. 10 Local, averaged void fractions for six different traverses: (a), (¢), and (e) for the flow

conditions specified in Fig. 9 and  (b), (d), and (f) for §=26°, ¢=0°, U=2.39 m/s, d=6.47 cm, and
F=3.00. Ten equally spaced contour levels (Aa=1 percent) are shown.

impact by individual bubbles on the IVFM probe, the number diurbance leads to an individual plunging jet. These individual jets
individual bubble impacts per cloud was calculated to be betweainy or may not break up into a string of droplets before impact.
three and five.

As discussed in Waniewski 1], the individual jets are convected
downstream with the mean flow velocity and each entrains air at
6 Discussion of Bubble Cloud Formation

the point where it impacts the lower water surface. Observations
Surface disturbances exist on the plunging face of the bdd¥ the bubble clouds beneath the free surface show small bubble

wave because of various flow instabilities, and each surface d@ouds formed at the first location where the plunging wave jet
Journal of Fluids Engineering MARCH 2001, Vol. 123 / 61
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Fig. 11 Total volume of air entrained per unit streamwise dis- Fig. 13 Detail of signal processing technique. Upper: raw
tance as a function of distance from the origin of the impact IVFM signal. Lower: cloud detection algorithm output, fre-

line, x*; (@) for the traverses of Fig. 10 (a), (c), and (e) and (A) quency of individual bubble impacts, from the IVFM signal.
for those of Fig. 10 (b), (d), and (f). A quadratic curve fit (--)
also is shown.

We now compare the typical rate of air entrainment measured

impacts the free surface. These clouds grow in gitmserved in 1N these experiments, 62 cfa (see Section 4 with that which

high speed video and measured by IVFEhd increase in void Might be expected using existing theories. Van de Sande and

fraction (measured by IVFM as they convect downstream in aﬁm'th [18] model air entrainment by low velocit2—5 m/s tur-
ulent water jets plunging into a quiescent pool of water and

direction which follows the impact line of the bow wave. )
On the basis of these observations, a mechanism for air entrftain:

ment is proposed and is shown schematically in Fig. 14. Each of g3y s

the individual plunging wave jets entrains air into its own bubble Qair=0.021'.4 m3/s 2

cloud. These jet-cloud structures convect downstream with the sin(8)

mean flow velocity; therefore, the distance between successivRere Q,; is the volume rate of air entrainmerd; is the jet

surface disturbances determines the distance between bukmiﬂneter,uj is the jet velocity); is the jet length, ang is the jet

clouds. This is consistent with the visual observations of thgpingement angle. Using the experimental data presented in

clouds since dividing the mean flow velocity by the spacing bes/aniewski [11]: d;=3.8cm, U;=2.3m/s, I;=23cm, andp

tween the disturbances yields the same 20 Hz frequency manifessg°, Eq.(2) yields aQ,; of 600 cni/s. This discrepancy with

in the bubble cloud train. Cross-correlations of the IVFM an¢he measured 62 cifs, was expected. Figure 10 shows that most

wave gage signals also seemed to support this hypothesfSthe air exists in the>10 percent core and in the 1<z

(Waniewski[11]). In addition, the void fraction increases with< 0 cm surface layer; however, this air was not included in the 62

downstream distance since more bubbles are injected over tirgg’/s. The void fraction in the core was approximated as 10 per-

Simultaneously, the cloud size increases with downstream digent and no approximation was made for the air in the surface

tance as a result of turbulent mixing. layer. The error from these approximations could well account for
the difference. On the other hand, it is likely that the air in the
core and surface layer out-gasses to the surface quite quickly and

the measure®,; of 62 cni/s is a better indication of the bubble
=-1cm || entrainment which persists further downstream.

o

- a2 N
o o
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impact line
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Fig. 12 Bubble chord histograms from bubble clouds ob- Fig. 14 Schematic diagram of the proposed air entrainment
served at x=75.9cm for different elevations. Upper: ¥y mechanism. A time series of plunging jets and bubble clouds is
=66.6 cm. Middle: y=63.5cm. Lower: y=60.5. depicted; (--) for t=0, (--) for t=At, and (—) for t=2At.
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One of the uses of these data and/or model would be to improM®menclature
the two-phase flow computations around surface ships. In the ab-
sence of such input, Carrica et f.9] assumed that for an arbi-
trary area near the bow, a mixture of water and air with a void
fraction of 10 percent entered the flow with a constant downward
velocity. They further assumed the bubble size distribution mea-
sured by Cartmill and S[r]. The present paper would suggest the
following improvements. The location of the air entrainment
should be along the impact line only, and the void fraction as a
function of the distance along the impact line should be specified
consistent with the present data. A similarly consistent bubble size
distribution from an average of experimental measurements e
should be used. Even though the size distributions were seen to (c /cm)_ .
vary with location in the present study, most of the bubble chords X = streamw!se coord!nat(e:m) ) )
were between 1 and 7 mm. The velocity of these bubbles entering X* = Streamwise coordinate measured from impact line
the flow at the free surface should be the vector sum of the plung- origin (cm) _
ing wave jet velocity and the downstream velocity as described in Y = Cross stream coordinatem)

Waniewski[11]. As more detailed models became appropriate, = vertical coordinatecm)

z
the periodicity observed in the bubble clouds could be included. ¢ = Void fraction(percent
AT = pulse width(s)

¢

= dihedral anglgdegrees
7 Conclusions 0 = wedge half anglédegrees
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NC 27599-7400 This paper examines the use of computational fluid dynamics as a tool for predicting
human exposure to aerosols generated during compressed air spray painting in cross-
Eric D. Sills flow ventilated booths. Wind tunnel experiments employing a mannequin and non-volatile

North Carolina Supercomputing Center, oil provide data to evaluate the numerical predictions. Fidap (v8.01) is used to calculate
PO Box 12889, RTP, NC 27709-2889 the velocity field and particle trajectories, while in-house codes were developed to post-

process the trajectory data into mass concentrations, size distributions, transfer effi-
ciency, and over-spray generation rates. The predicted dimensionless breathing-zone con-
centration of 0.1323 percent is in agreement with the measured value of O1B
percent given the uncertainties involved in such comparisons. Computational fluid dy-
namics is a powerful tool capable of providing useful information to occupational hygiene
engineers involved in controlling human exposures to toxic airborne contaminants.
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Introduction merical results and the wind tunnel experiments defines a second

error, which evaluates the adequacy of the numerical approxima-

{fdns. By partitioning the uncertainties in this manner it is possible

to, identify whether refinements in the conceptual model or the

n?ﬂ} erical approach will most improve simulations of human
osure.

Predicting human exposure to toxic airborne contaminants
the workplace is important from both the epidemiological
assessment, and engineering-control perspectives. To esti
dose-response relationships between inhaled contaminants
disease incidence, retrospective epidemiological studies must dif-
ferentiate human exposures based upon historical records. The
absence of robust models that quantitatively relate these recordgig:kground
exposure ultimately attenuates the power of such studies. Occupa-

tional hygiene engineers, confronted with the design of ventilation A 'ecent paper(Flynn et al.[4]) summarizes the conceptual
systems to minimize human exposures, need modeling tools del described above and presents a simple mathematical model

assist in the optimization of such controls. In addition, EPA Pré& human exposure to total mass generated during the compressed

manufacture NotificatiortPMN) and OSHA legislation make it air spray painting of a flat plate in a cross-flow ventilated booth.

incumbent upon industry to estimate and control employee exp@§ summarized in Eq(1), this model predicts a dimensionless

sures to toxic airborne contaminants. reathi_ng zone concen;ratior) as a function of an air momentum
Despite the advent of sophisticated computational fluid dynarﬂyx ratio and worker orientation,

ics (CFD) software, and powerful computers, there have been F\7

relatively few studies(Heinonen et al[1], Kulmala et al.[2], logsg :a+A<—g) 1)

Flynn and Sills[3]) to explore critically their application to these o m

types of problems. The resources required to simulate the com-s the total mass concentration in the breathing zone, solid,

plex, unsteady, three-dimensional, turbulent flows that arise [jguid, and vapor.

occupational environments are significant, and judicious approxi

mations are needed. The approach presented here begins by

structing a conceptual model of reality, i.e., human exposure tbandD are the height and breadth of the worker.

total mass generated during_ spray paintipg. The difference hg- is the over-spray mass generation rate.

tween reality, as evaluated with field sampling, and the conceptua‘f ]

model, based upon dimensional analysis and wind tunnel studi€s, and Fr, are the momentum flux of air from the gun, and

defines an error that characterizes the adequacy of the conceptigugh the projected area of the mannequin, respectively.

model. Subsequently, numerical simulation is conducted baS@ﬂA, and y are constants that depend upon geometry and the

upon a simple representation of the wind tunnel experiments usahle of orientation®, of the spray gun and the booth airflow

to develop the conceptual model. The difference between the nigee Fig. 1L

CHUD

)Qﬁ the average air velocity in the cross-flow spray booth.
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(Carlton and Flynn5], Heitbrink et al.[6]). Those simulations
employed coarse approximations, and although the exposure rank-
== ings were correct, there was not good quantitative agreement be-
H- tween the predictions and experimental data. The objective of this
work is to improve the numerical approximations, and to examine
the ability of CFD models to make accurate estimates of aerosol
exposure. An analysis of some of the more significant sources of
uncertainty is presented.

1
HH1H
1

| 7 T T O

R I |

Experimental Methods

L @ _/ The laboratory wind tunnel experiments employed a non-
volatile oil in lieu of paint, and a stationary mannequin. Despite
these limitations, application to moving workers with volatile
paints was reasonably successful—details are report&@airiton

and Flynn[7,8]). One set of experiments, designed to reflect typi-
cal working conditions, is selected for comparison with numerical
simulation and is summarized here briefly. The dependent vari-
HH ables of interest arg?l) the breathing-zone mass concentration;
« (2) the associated aerosol size distribution; @8pthe transfer
i efficiency of the spraying process. A mannequin holding a Spray
i Systems 1/4 J nozzle was placed in a 1.524 m square wind tunnel
and oriented 90 deg to a flat plate. The nozzle was 0.203 m from

E%Eﬂ Hi tI;HI the plate and operated at a gauge air pressure of 345KRzsIg.
/H\ ] A liquid (corn oil) mass flow (n_) of 0.00283 kg/s was used, and
/ e = / the wind tunnel air speed was 0.478 m/s. Figure 2 is a photograph
- - of this particular set-up looking into the wind-tunnel.
180° ORIENTATION The 1/4 J nozzle is a coaxial, air-blast atomizer similar in de-
sign to a conventional spray paint gun, but operated without the
Fig. 1 The reality being simulated: compressed air spray “fan-air” which is used to shape the spray pattern in actual spray-
painting of a flat plate in a cross-flow ventilated booth, ®=90 paint guns. The 1/4 J nozzle and corn oil system was selected
and 180 deg since information about the spray size distribution was available

from an empirical studyKim and Marshall[9]). For the transfer
efficiency comparisons, data was also used from a sflidg and

A V24 (p.— A ANV2+ (D, — A Flynn [10]) employing an HVLP(High Volume Low Pressuje
K= PVt (P Pam)An + PANVi+ (Pr— Pam)Ax (3) spray gun which operated at the same momentum flux as the 1/4 J
Patm Patm described above, but was positioned 0.254 m from the plate to

K is the kinematic momentum flux of air from the spray gpris  match the simulation. This spray gun had fan-air as well. It should
pressureY is the air velocity, andh is the exit area. Tha andf be noted that because an “arm” is not included in the simulation
subscripts denote the nozzle atomization airflow and nozzle fdie distance of the nozzle to the plate is not quite the same for the
airflow (used to shape the spray patteraspectively, atm indi- 1/4 J nozzle. Breathing-zone concentration and particle size mea-
cates atmospheric conditions. The over-spray mass generasoiiements were made only for the 1/4 J nozzle. Table 1 presents a
rate, (n,) is related to the liquidpaint flow rate (n ) by the summary of the relevant parameters.

transfer efficiency §) as follows: Transfer efficiency is defined here as the fraction of liquid mass
. . sprayed that deposits on the object. This was measured by mass
mo=my (1-7r) (4)  palance by removing what had impacted on the flat plate. The

The major result of the empirical work was to evaluateA, breathing zone concentrations and size distributions were mea-

and y for the two orientations over a representative range of mgured using open-face and closed-face 37 mm filter cassettes re-
mentum flux ratios using data from scale model wind tunnel stud-
ies. Greater exposure occurs in the 90 deg orientation relative to
the 180 deg case, for most real-world spray paint applications.
field evaluation of this model was performé@arlton and Flynn
[5]) with eight spray painters sampled for a total of 55 tasks. T
mean measured exposure for the eight workers was 129 fng
with a 95 percent confidence interval pf0—18§ mg/n?. The
corresponding predicted mean exposure was 85 rhgfith a 95
percent confidence interval §76—93 mg/nt indicating that the
model worked well for the limited flat-plate geometry for which it
was intended, despite a bias to under predict. This suggested
the approximations employed in developing the model were rg
sonable, and that the wind-tunnel data would be useful for eva
ating CFD simulations of exposure.
The wide variety of work piece geometry, and ventilation co
figurations(e.g., downdraft boothsncountered in real spray ap-
plications limits the dimensional analysis—conceptual model
proach. Numerical simulation provides a more flexible tool wit
extension to complex geometry, time-dependent flows, and vo
tile aerosols. A recent papéflynn and Sill§ 3]) presents prelimi-
nary CFD simulations of the wind tunnel studies confirming theig. 2 Photo of the experimental setup: mannequin in wind
orientation effect observed in both laboratory, and field studi@snel with 37-mm open-face cassette located in mouth
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Table 1 Experimental and numerical parameters Table 2 Boundary conditions for Egs.  (2)—(5)

Experimental | Simulation Tangentiat | Normal Stress | Turbulence | Turbulence
Values Values Velocity | Velocity kinetic dissipation
D (m) mannequin (cylinder) diameter 0.2 0.2 (m/s) (m/s) energy (m?(s)
2
H (m) mannequin (cylinder) height 1.04 7016 (misy
¥ (m) characteristic length of nozzie (et) | 0.0015 0.0127 Inlet 0 0.478 - 0.00343 | 0.00705
7, (m) nozzle — to —plate distance 0203 (%J) | 0.254 Outlet - - 0 5’7 =0 67 =0
On on
0.254 (HVLP)
T, length of (tunnel) (m) 544 3 JetFace |0 129.5 - 40.3 97331.6
W, width of tunnel (m} 152 1524 Solid 0 Y - 0. Y
H, height of tunnel (m) 152 1524 Surfaces
H, height of plate (m) 1.02 1.016
W, width of plate (m) 0.66 0.66
U, nozzle (jet) velocity (m/s) sonic 128.5
U tunnel velocity(m/s) 0.478 0.478 _
m, nozzle (jet) mass flow of air (kg/s) 0.002 0.014 mt Mt T 1
u-Vu=V.|——(Vu+Vu')|—=Vp (6)
m, tunnel mass flow of air (kg/s) 1.33 1.33 L P P
my (kg/s) liquid mass flow 0.00285 N/A \
- Mt
Fy/F, momentum flux ratio 18 18 p( u-v k) =V. n+ G_k Vk|+ /_Ltcb —pe (7)

82

)7 e
p(u-V8)=V~(,u+O_—IVS)JrClr,U,Iq)*CZp? 8)
spectively, both operating at 2.0 L/m. The aspiration losses of ] \ °
large particles inherent in the use of these cassettes are a m&ﬂi?re-
source of uncertainty in comparisons with the numerical results. K2

They are addressed here by correcting the numerical predictions m=pC,— 9)
according to empirical equations developed by Vinddr. €
The constants are:
c”=0.09; o,=1.00; 0,=1.30; c,=1.44; c,=1.92.

Numerical Methods ) ) ) Together with the boundary conditions specified in Table 2, these
The three-step numerical procedure outlinedFitynn and Sills  equations are solved using a segregated approach with pressure

[3]) is employed here. First the steady, three-dimensional, air V§rjection. Streamline upwinding is used with the cell Reynolds

locity field is calculated. Subsequently, aerosol particles of appregmber relaxation scheme. This approach is reported to be very

priate size are introduced at the center of the jet face, moving@tarly second order accuratgidap Manual[13]). The criterion

the air speed, and tracked through the flow field assuming they g terminating the nonlinear iterations is the simultaneous con-

not influence the air velocity field in any way. OtheHicks[12])  vergence of the relative error norm to below 0.001 for each of the
have employed this decoupling of the liquid and gas phasesd variables.

spray-painting simulations by introducing the particles down- ) ] ) .
stream of the atomizatiofnear nozzlg region. However, recent  Aerosol Trajectories. Particles are tracked according to a
studies(Flynn et al[4], Tan and Flynii3]) suggest that due to the generalized drag equation:

relatively low momentum flux of liquid relative to gas present in dv u-v p,—p
most spray paint applications that including the aerosol along with = + ug (10)
an equivalent momentum air jet is also a good representation of dt T Pp

the process. Finally, the aerosol trajectories are converted into
predictions of transfer efficiency, breathing-zone mass concentra-
tion, and size distributions for comparison to the empirical data.

The first two-steps are accomplished with FIDAR.01). Con-
version of the particle trajectories to concentrations and transfer
efficiency is accomplished through algorithms developed
in-house.

To represent the mannequin in the wind tunnel a circular cyl-
inder of heightH, and diameteD, is used. A square orifice on the
surface of this cylinder of side lengtls, represents the spray
nozzle as a jet of air. The face of this nozzle is at a distafge,
from the plate. The 1/4 J nozzle used in the experiments has an
exit airflow area of 0.0225 cfnand the velocity is sonic for the
pressures employed. This work uses an incompressible flow cal-
culation with a larger orifice, but equivalent momentum, to ap-
proximate the compressible-flow, high-pressure spraying opera-
tion. A comparison of experimental and computational length,
velocity, and mass flow scales is given in Table 1.

Air Velocity Field. The equations selected to model the air-
flow are the steady state, incompressible, turbulent, Navier-Stokes
equations with the standard two-equation k-e model. These equa-
tions are:

V-u=0 (5)

66 / Vol. 123, MARCH 2001

Table 3 Input particle size distributions

Size Range in Midpoint (um) Mass fraction

micrometers Input to FIDAP in interval for
% J and (HVLP)
0-5 25 0.0274 (0.0295)
5-10 75 0.0314 (0.0342)
10-15 12.5 0.0356 (0.0390)
15-20 17.5 0.0399 (0.0439)
20-25 225 0.0440 (0.0486)
25-30 27.5 0.0478 (0.0528)
30-35 325 0.0512 (0.0563)
35-40 37.5 0.0538 (0.0589)
40-45 42.5 0.0556 (0.0602)
45-50 475 0.0563 (0.0602)
50-55 52.5 0.0560 (0.0590)
55-60 57.5 0.0546 (0.0565)
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(b)

Fig. 3 Particle trajectories for the 90 deg orientation, in each case the small sphere depicts the breathing zone volume. Side
views (a) 27.5 um diameter particles, and (b) 52.5 um diameter particles. Top-down views  (c) 27.5 um diameter particles, and
(d) 52.5 um diameter particles, booth airflow is from left to right.

where:
4p,D2
and,

24
CD=@(1+0.15 R&®%)

:Dp|u_V|Pa

Re, L

Journal of Fluids Engineering

(11)

(12)

(13)

where:

u is the air velocity vector.

v is the particle velocity vector.

Re, is the particle Reynolds number.

Cp is the particle drag coefficient.

D, is the diameter of the aerosol particle.

71s the particle relaxation time.

pa and p, are the density of the air and particle, respectively.
The input particle size distribution is determined from the em-

pirical equations of Kim and Marshdl®] who specifically exam-

ined the 1/4 J nozzle, and oleic adicbrn oil) used here. A dis-
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crete representation of the size distribution, based omnd projecting paved meshes over various vertical increments. Table 4
intervals was used with the midpoint as input to FIDAP. The magsesents a summary of the meshes giving the number of elements
fractions associated with each size interval are used to determateng various mesh edges in addition to the total number of nodes.
transfer efficiency and concentration. Table 3 presents the discristeLX, NELY and NELZ are the number of elements along the
representation of the particle size distribution for the experimenttiges of the domain representing the wind tunnel, while NELOF
conditions described above, and also includes mass fractions dmd NELCF are the number of elements on the face of the object
the HVLP gun based on the appropriate experimental conditioriflat plate and the cylinder facéfront of workep respectively.
The upper size limit of 6um was selected since it was observedrigure 4 shows various views of the m3 mesh. Initially, a solution
during the simulations that all particles greater than this size inaector consisting of the velocity components, turbulence kinetic
pacted on the plate and did not contribute to exposure. All of tlemergy, and dissipation at 27 points in the vicinity of the
mass over 6Qum is included in the simulated prediction of trans-breathing-zone was selected for examination under mesh refine-
fer efficiency. ment. The relative error norm is reported in Table 5 as a function
Equation(10) is integrated with an implicit option available in of mesh refinement for each degree of freedom.
FIDAP, i.e., the Backward-Euler method. Turbulent displacement Subsequently, the other dependent variables were examined.
of the particle is included via a random number subroutine. ThisThe predicted transfer efficiencies are constant over the finest
accomplished according to a stochastic model based on theee meshes at a value of 0.81 for the 1/4 J nozzle and a value of
method of Gosman and loannidgl4]. The interaction of each 0.83 for the HVLP gun. The difference is due to a different mass
particle with a fluid eddy is limited to the lesser of the eddylistribution associated with the two different nozzles. The mea-
lifetime or the time it takes the particle to traverse the eddy. sured values of transfer efficiency for the 1/4 J atomi@dra
FIDAP creates an output file containing the endpoints of eactozzle-to-plate distance of 0.203 mange from 0.935-0.940 with
increment on each particle trajectory, along with the value of tte mean of 0.938. For the HVLP spray gt a nozzle-to-plate
time step. This information is used to calculate transfer efficiencglistance of 0.254 mthey range from 0.78—-0.81 with a mean of
breathing zone concentration, and particle size distributions, @80. The superior agreement of the predicted transfer efficiency
described below. with the HVLP data is due in part to the fact that the nozzle-to-
plate distances match exactly. Studi@an and Flynr{10]) have
shown that transfer efficiency increases with decreasing distance
tB"the plate, other factors being equal. In addition, the HVLP gun
as fan aiserving to mix the particles more uniformjysubsonic
discharge, and a nozzle area of 0.000033 msulting in a better
it scaling match with the simulation.
c:E i (14) Due to the turbulent nature of the flow, and the discrete nature
=1 Vo of particle size, there is a distribution of solutions for any given

where,m, is the mass flow rate associated with thie trajectory, NPUt- Figure 5 shows a plot of the dimensionless breathing zone
concentration as a function of the number of trajectories per size

V}; is the breathing zone volumg, is the residence time for the . | for the fi hes. Gi he diff b h
ith trajectory inV,,, andN is the total number of trajectories. An 'Nterval for the finest meshes. Given the difference between the

in-house codéFlynn and Sillg3]) was used to calculate concen-wo finest meshes, results suggest that the predicted dimensionless
tration inside a spherical breathing zone of volume of 0.0009@&NceNtration converges to a value of Gt3B08, considerably
ove the measurement of 0:18.02. However, the tendency for

m>. This sphere was positioned to coincide with the location . | i hodol d . h
the filter used in the experiment. The algorithm identifies the prg!? extractive aerosol sampling methodology to underestimate the
fjue mass concentration due to aspiration losses is well known

portion of each trajectory increment that lies within the numerica|". ; N
breathing zone and sums the time spent within this zone. TH$Ncent[11]), and has been examined for the types of filter cas-

provides the information for exposure and size distributiop€tes usedto collect the experimental data in this study. Using the
calculations. numerically predicted velocity, and the empirical correction fac-
An additional part of the in-house, post-processing algorith{q"s for open-face cassettes at a 90 deg sampling anfieent

determines the number of aerosol particles impacting on the op-): the adjusted data in Table 7 are obtained. The adjusted

ject. Transfer efficiency for a given size particle is obtained as thg!ue_for the predicted dimensionless concentration is 0.13

ratio of particles impacting on the object to the total number used®:03: indistinguishable from the measured value.
preathing-zone particle size distributions by mass were con-

for that size. Size-specific over-spray generation rates are obtaine . .
directly from this information. structed, that were approximately lognormal. The unadjusted mass

: ; ;median diametefMMD) was 23um with a geometric standard
Parameters governing the accuracy of the numerical solutigrt . ! : .
are the size of the time step(), the total time the particles are eviation(GSD) of 1.8. When adjusted for closed-face filter aspi-

tracked(T), the input size distributioi¥), the mesh refinement, ration losses an MMD of 11tm and a GSD of 2.0 were obtained.
(M INPUL S1zE AISTriout ) I iodde corresponding measured values were an MMD of2band

work (Flynn and Sills3]) suggests that a value for the time stej: ©SP ©0f 1.6. The summary of results is presented in Table 6 for
may be selected according to H45), the finest two meshes and _the exper_lmental data. The adjusted

MMD predicted in the breathing zone, is about half the measured
value.

Transfer Efficiency and Concentration. The formula for the
calculation of mass concentration in the breathing zone, based
particle trajectories determined from the computed velocity fiel
is (Heinsohn[15]):

At=0 1Zp (15)
15

For the simulations herAt=0.0002 second, and a total time of
30 seconds, or 3 nominal wind-tunnel volume air-changes, was Table 4 Mesh details
found to be adequate. Figure 3 shows an illustration of trajectorie

for two different size particles, 27.om and 52.5um. The larger NELX'|NELY  |NELZ |NELOF ) NELCF ) TOTAL
A . . OBJECT | CYLINDER | NODES
particles impact the plate while the smaller ones escape, somg FacE FACE
ing through the spherical breathing zone
passing t ' M1 32 10 40 24 18 61,698
M2 40 12 48 2 20 120,255
Results and Uncertainty Analysis M3 50 14 56 40 24 225572
Five different meshes of increasing refinement, identified m1— x‘; ZZ :2 Z :2 :,: 22{:::2
m5, were employed. All meshes were generated using FIGEN by '
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Fig. 5 Convergence of the dimensionless breathing-zone con-
centration as a function of the number of particle trajectories
per size interval for the three finest meshes

culating the dependent variables produces the results in Table 7.
The particle size distributions in the breathing zone are relatively
unaffected by uncertainty in the input size distributions. Concen-
tration and transfer efficiency vary inversely, but the dimension-
less concentration remains essentially unchanged. This is exam-
ined further in the discussion section below.

Representation of the mannequin as a circular cylinder also
introduces some uncertainty. The jet-to-plate distance and the ap-
propriate spacing of the cylinder-to-plate cannot be simulta-
neously achieved without a “virtual arm” on the cylinder. The
spacing selected, i.e., 0.254 m was a compromise. However, it is
likely that some of the discrepancy in transfer efficiency is due to
uncertainty in the spatial distribution of the particles. One study
(Domnick et al.[16]) suggests that larger particles migrate to the
periphery of the spray, resulting in perhaps an escape of more
large particles than predicted. This is consistent with the differ-
ences in particle size distribution observed. This effect may be
mitigated when fan air is used and perhaps part of the reason for
the excellent agreement of transfer efficiency with the HVLP gun
experiments.

Fig. 4 Three views of computational grid m3: (a) top view, (b)

3D view, (c) details of the jet region.

There are many additional sources of uncertainty in this apable 6 Comparison of numerical predictions to experimental

proach, including the adequacy of the geometric representati@riﬁﬁl
and the turbulence model. A major approximation is representa-| Variable Mesh 4 Mesh 5 Experiment
tion of the small air nozzle as a larger equivalent-momentum jet. 1120 particles per | 1400 particles per
This introduces a violation of continuity since the jet and spray- trajectory trajectory
nozzle do not have equal areas. The ratio of the air-jet mass flows ¢ mgm® 1128 2062 N/A
(reality to simulation is equal to the ratio of the jet velocity in the | wnadjusted)
simulation, to the nozzle velocity in reality. This local error is [Cmgm® 372 699 225
significant; however spray airflow is a very small part of the total | (adjusted)
flow when the booth air is included. The global continuity error, [Transter eficiency | 0.81 0.81[0.73.0.86] | 0.94 (1/4J)
for the simulation run here is negligible at 0.7 percent. The error 0.83 0.83[0.77-0.88] | 0.80 (HVLP)
approaches 2 percent if a 0.025(fnin.) square jet is used in the % J over-spray
Slml_ﬂatlon- o ) o generation rate | 0.00054 0.00054 0.00017
Kim and Marshall9], report the uncertainty in their prediction |y
of mass median diameter &24.2 percent. Using this to define an  |crgpm, %3] 038 A
upper and lower bound for the particle size uncertainty and recal-| ,agiusted)
CHUD/m, 0.07 0.13 0.13
. . . (adjusted)
Table 5 Relative error norms for solution variables as a func- VIND (GSD 33519 oS A
tion of mesh refinement (Gsh) 19 0018)
{unadjusted)
u v W k ¢ MMD(GSD) 12.0(2.1) 11.0 (2.0) 25.0 (1.6)
M2-M3 0.186 0.046 0427 0.359 0.224 (adjusted)
M3-M4 0.093 0.034 0.230 0.038 0.049
M4-M5 0.100 0.025 0.156 0.017 0.009
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Table 7 Sensitivity of predictions to uncertainty in the mass cal method as it currently exists is the required post-processing of

median diameter of the input particle size distribution particle trajectory files. If this were an option within the CFD
Variable 7 J MMD=56 7 J MMD=42 V. J MMD=69 software, particle trajectories could be processed much more
HVLP MMD=52 | HVLP MMD=40 |HVLP MMD=64 efficiently.
C mgin® (% J) 2062 2867 1523
unadjusted
Transfer efficiency Acknowled g ments
%J 0.81 073 0.86 This work was supported by grant number R01/OH02858-06
HVLP 0.83 077 0.88 from the U.S. National Institute of Occupational Safety and
Me (ka/s) (% J) 0.00054 0.00076 0.00040 Health(NIOSH), and by the North Carolina Supercomputing Cen-
CHUDIm (% J) | 0.38 037 0.37 ter (NCSQ. lts contents are solely the responsibility of the au-
unadjusted thors and do not necessarily represent the official views of NIOSH
WIMD (GSD) %~ 11.0 2.0) 116 @1) CERYvE)) or NCSC.
(adjusted)
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Gas-Liquid Distribution in the
Developing Region of Horizontal
Intermittent Flows

o . M. FOS_S& Experiments have been carried out to analyze the evolution of the air/water flow structure

DITEC, Dipartimento di Termoenergetica e along a horizontal 60 mm i.d. straight pipe. Plug and slug flow regimes were observed. In
Condizionamento Ambientale, order to investigate the local structure of the flow, dynamic void fraction measurements

_ Universita degli Studi di Genova, have been performed by means of ring impedance probes. From dynamic void fraction
Via all Opera Pia 15a-16145 Genova, ltaly measurements the mean void fraction values, the probability distributions of void, the
e-mail: mfossa@ditec.unige. i liquid film height in the gas cavities and the slug frequencies have been evaluated. The

analysis of the results showed that the flow structure deeply modifies along the pipe and
that minor effects have to be ascribed to gas injection mode. The examination of the
probability distribution function enabled the identification of the operating conditions at
which the transition occurs, thus making it possible to propose a new objective criterion
of identification. [DOI: 10.1115/1.1343108

Keywords: Intermittent Flow, Impedance Probe, Slug Frequency, Flow Pattern
Transition

1 Introduction and Hanrattyf8], Ruder and Hanratt}9], Andreussi and Paglianti
10]). To date, it is even not clear whether the transition occurs at
nstant superficial gas velocitsis proposed by Mandhane et al.,

d Ruder and Hanratitpr whether it occurs at constant mixture
erficial velocity.

inally, it is important to know if the flow pattern is fully de-
oped and if entrance effects are extinguished at the location

The flow of two-phase mixtures is a common situation in su
industrial plants as chemical reactors, power generation units, gﬂ
wells, and pipelines. As it is well known, the flow configuratio u
and the gas-liquid interactions in such systems are a comp e>§
function of the flow rates of the two phases, of their physicq}el
properties and of pipe geometry. Among the possible two-phage

cqnfigurations, intermitte_nt _flow conc_iit_ions are gncounte_red for_t?ance length(100 diameters and oveis usually greater than the

wide range of gas and liquid superficial velocities. The intermitaracteristic length of several industrial components where a

tent_ flow in honzontal pipes can be described as the flow of “qu'ﬂvo-phase mixture is generated, it is essential to know to what

regions where the liquid bridges the whole piptugs or slugs  extent the steadgor quasi-steadyconfiguration is suitable to de-

separated by stratified flow regions. The repetitive structure of thgyipe the flow region immediately downstream the phase mixer,

flow introduces fluctuations in the flow propertiggessure, void \here the effects of the injection mode can appear.

fraction) that have to be accurately predicted in order to design The flow structure analysis is very important to understand the

pipelines and other two-phase flow industrial components.  pasic two-phase behavior and to develop, improve, and test the
Generally, the approach to predict the intermittent behavior ghysical models of the intermittent flow. A fundamental quantity

gas-liquid systems is to define a one-dimensional model basedi§ihe local void fraction, which allows the flow structure to be

the assumption that the flow can be described as a sequencgi@cribed efficiently when information is available in terms of

similar slug units travelling at assigned velocity. This is thgpace-time characteristics.

method proposed first by Duckler and Hubbdfd, Nicholson In this work, three void meters have been employed to control

et al.[2] and recently by Andreussi and co-workéBs4]. Fabre the flow evolution along the pipe and two gas injectors have been

et al.[5] proposed a multi-cell model based on a statistical distriested to study the effects of the injection mode. From dynamic

bution of the slug cell length. void fraction measurements the mean void fraction values, the
Irrespective of the slug model chosen, some preliminary infoprobability distributions of voidPDP), the liquid film height and

mation (closure relationshipss required to apply the model andthe power spectra of void fraction fluctuatioSD have been

to obtain predictions of the flow. These relationships concern tlealuated.

evaluation of such flow parameters as the gas fraction in the slug

body «, the translational velocity of the slug,, the frequency 2 Experimental Facility

of the slug passagé or the slug length. In particular, the . . .

knowledge of the last two parameters is crucial to accurately pre-2-1 Flow Loop. The experimental results presented in this

dict the behavior of the two-phase flow. paper have been obtained in a loop designed and assembled at

Moreover, it is necessary to know the flow conditions at Whicﬁitec' University of Genoa. The facility consists of a horizontal

the flow pattern transition from plug to slug flow occurs to aclest section where air and water can be mixed to generate the

count for the presence of gas in the liquid badiug). There is a two-phase flow under bubble, stratified and intermittent flow re-

- . - imes near atmospheric pressure. Transparent pipes, carefull
history of uncertainty over the correct location of the plug to slughosen to match th% innerpdiameters at thré tube gnpds allow thg

boundary as can be noticed from the examination of different flow

L o . inspection of the flow pattern; the test section is 12 m long and the
map and transition criteriédMandhane et al.6], Barnea[7], Lin pipe inner diameter is 60 mm.

In order to assess the effects of inlet conditions on the main

Contributed by the Fluids Engineering Division for publication in ticeJBNAL ; ;
OF FLUIDS ENGINEERING. Manuscript received by the Fluids Engineering DivisionfIOW parameters, two different phase mixers have been employEd'

April 5, 2000; revised manuscript received November 17, 2000. Associate EditdPj€Ctor A was extensively employed: it is constituted by a holed
J. Lasheras. drum (hole diameter 0.5 minwhere the gas phase is introduced
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radially into the liquid stream. Injector B, employed to check the ¢ 1

variations of the flow parameters to inlet condition variations, is a -2 +

co-current phase injector where the gas phase is introduced fror § D=60mm (strat)

the top parallel to the liquid stream to create stratified flow &= g x

conditions. o D=70mm (strat)
The gas and liquid superficial velocities covered in the experi- € o

ments wereVy,=0.3~4 m/s andV,=0.6, 0.9, 1.1 and 2 m/s, @ 06 D=70mm  (bubble)

respectively. Each run was repeated 5 times. Plug and slug flon® Y .

regimes were observed during overall 130 test runs. The gas su® — Bestfit

perficial velocities(and the gas volume fractiox,) were calcu-

lated according to the pressure measurements callécte down- 0.4 i

stream the phase mixer.

The test apparatus is equipped with resistive probes to measur+z
the instantaneous void fraction at different locations from the @ g 2o4.. De/D=0.34
mixer. The probes are located, respectively, at 33, 100, and 16(, —-

ctional av

diameters from the injection. The test pipe is also equipped with § s/D=q-°71

15 pressure taps to measure the pressure profiles along pipe. Fucy 0

ther details on the test loop are available in Guglielmini and 0 0.2 0.4 06 0.8 1
Soressi11].

Dimensionless conductance

2.2 Void Meter Testing and Procedures. In the present
work the instantaneous area-average void fraction measureme
performed by applying the conductance method by means of
device described by Fos$§a2].

Many studies have been carried out on impedance void meters; o .
impedance probes able to produce information on the area aver surements was found to be 1.5 percent. The statistical analysis
void fraction were employed by Asali et 4.3], Andreussi et al. Of the data records allowed the time-average void fracticind
[14], Tsochatzidis et a[15], Costigan and Whallej16]. In par- the void probability density functioPDF) to be inferred. The
ticular, Andreussi, Tsochatzidis and co-workers described the R¥obability density profiles were employed to identify the flow
sponse of resistive probes with ring electrodes flush mounted BREN. as suggested by Jones and Z{ibg}. Furthermore, the
the pipe internal wall on theoretical and experimental bases. analysis of the PDF profiles enabled the estimation of the void

The void meters adopted in this investigation consists of rirlg ction in the stratti)fiebd Ir.egignfllbetr\]/vgeg EIUgg fr:om .W.hiCh the
electrode pairs placed on the internal wall of the cylindrical te§#€2n(i-€., most probableliquid film heighth and the minimum

duct, flush to the pipe surface. The calibration curve was obtain %Uid. f””? height hyin were inferred. The a“tOm"?“ed procedure
by means of the procedures described in detaflli®]. The as- CONSIStS in the analysis of the double peak profiles of the PDFs
sumption adopted here concerns the possibility to describe hgrtinent to |nte;mr:ttent rovxll_. th§|p\?sbvr?|t h'r?h \.’Or']d friliC'[IOI‘:( 1S
structure of intermittent horizontal flows as if it were constituteigresema’['ve of the mean fiquid le lle the right value o

the

ig. 1 Calibration of the impedance probe, according to the
t?]téatified and bubble phase distributions

of stratified regions separated by liquid regions where a few giie Void fraction where the PDF goes to zero can be associated to
bubbles may be present. minimum liquid leveh,;, (see Fig. 2 From the void fraction

As demonstrated, both theoretically and experimentally, by Aj@/ues the liquid level height has been calculated by solving a
dreussi et al. and as confirmed by the authors’ measurements, {gPI€ trigonometric problem. . )
probe response is affected by the probe geometry and even more'€ Power spectral densities of the void sensor signal were
by the flow pattern: as a consequence, at the same mean Joi@ined by the Fast Fourier Transform technigiET) accord-
fraction, the mixture impedance changes with the phase distrig(9 © the following procedure: 5 sets of recof8@ seconds eagh
tion. In order to overcome this problem, the probe geometry wire collected and the final power spectrum was obtained from
chosen to produce a probe response quite insensible to fRAuency averaging of the 5 power spectra resulting from each
changes between the uniformly dispergkdbble regime and the
stratified regime. Based on preliminary tests, the probe aspect ra-
tios D./D and s/D (D pipe diameterD, electrode spacing, s 16
electrode width have been chosen equal to 0.34 and 0.071, re
spectively. The selection of the proper electrode aspect ratios als 14
resulted in small measuring volumes as compared with holduj—
spatial fluctuations. g\‘_’_, 12
Figure 1 shows the results of the calibration procedure in term:
of dimensionless conductance. The data refer to the stratified ars 10
bubble flow configurations, different ring diameters but same as § h
pect ratios. In order to avoid continuous checking of the electrica® g
conductivity of the liquid during the runs, the measured two-phase_é‘
conductance was normalized with respect to the conductance (g g
the full-of-liquid test pipe at the beginning of the each test session 8
and then converted into void fraction data by means of the cali@ 4 ~ Nmin
bration curve. The reliability of the instrumentation adopted wasQ- f//\
confirmed by extensive comparisons with the void fraction mea- A
surements carried out with an optical fiber device as described b
Arosio et al.[17]. 0 L\N-——v\_\.._.,_/v'\"‘/\/
The signal from each probe was picked up by the acquisitior 00 01 02 03 04 05 06 07 08
system at a sampling frequency of 100 Hz during a sampling ; ;
period of 82 seconds. Each run was repeated 5 times. A repeat- Void fraction
ability investigation was performed over 50 test runs and at difig. 2 Procedure to infer the liquid level values h and h
ferent probe locations: the standard deviation of the void fractidgrom PDF profiles

N

JV'
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data recordsubjected to Welch type data windowifg9]). The 300 /

frequency corresponding to the maximum of the power spectrur 0
was assumed as the main frequency of the intermittent f&bug Vsl|=0.6m/s
frequency. More than 5 record$up to 10 were employed for 250 Vsi=0.6m/s - +
some operating conditions to precisely detect the main frequenc Vsi=0.9m/s
of the flow. This procedure yielded results in agreement with the x
classic criterion to infer the slug frequency, i.e., by counting the 200 Vsi=1.1m/s
slug passages from the time histories of the probe signal. A x/u-m j ~r A_
= 150 Vsl=2.0m/s
3 Results and Discussion - I — ~Vei=24m/s | —
Vsl=0.6m/s
3.1 Influence of the Inlet Conditions and Length for Flow 100 MDA ¢ bk A3 3 s BN
Development. In order to investigate the effect of inlet condi- Vsl=2.4m/s
tions on the main flow parameters, a limited set of experiment:
have been duplicated by employing both the injection device: 50
described in Section 2.1. The operating conditions considered fc WDANE X A B A O A
comparison cover th¥4 range 0.5-3 m/s and the liquid super- o
f|C|aI3\)/§|00|t|es 0.6, 1.1, and 2.0 m/s: the overall number of runs 00 10 20 30 40 50 60 70 80
was 30.

The influence of the injection mode on the measured flow pa Gas superficial velocity Vsg [m/s]

rameters proved to be weak. As can be observed in Fig. 3 in terlips 4 Nvdal [20] v lenath and ¢ i

of the ratios between void fraction values obtained with injecto g9- & Nydal map or entry length and present operating
. - onditions

A and B, the time average values were substantially the same for

both inlet conditions. The values obtained with injector A were

slightly higher(the average value of the ratigy / a5 is 0.986 but

the differences between corresponding values turned out in gt it ranges from 120 D to 400 D and over. Based on their own
range of measurement uncertainty. ~ measurements they obtained a map of minimum length for devel-
From the point of view of the time histories of the void signalpped slug flow. The operating conditions of present investigation
no considerable effects on the flow pattern have been obserygfle been plotted on Nydal mapig. 4): it can be observed that
due to the different injection mode afD =100, 160 and even a |ength of 160 D generally accomplishes the developed flow
near the mixer, at/D = 33. Similar conclusions can be drawn forcriterion, while shorter distances such as 33 D and 10GhB

the measured values of slug frequency and liquid film levels. other measuring position in the present woake in the entrance
For what concerns the developing length to obtain a stable flgegion of the flow.

condition 150 diameters from injection are generally considered o ) S

enough. As a confirmation, most of available data in literature 3.2 Liquid Holdup Time Histories. The effects of the op-
have been collected at a distance from the phase mixer in @¥&ting conditions on the local flow structure in two-phase hori-
range 150—200 D. Even if the occurrence of a developed flow igz@ntal intermittent flow have been investigated by recording the
matter of definition(the pressure drops continuously affect the gagid fraction fluctuations in three locations along the test pipe.
density and hence the mixture velogitpne important contribu- Some typical time histories are shown in Fig&)s-5(f), in terms

tion is the study of Nydal et aJ20], where the question is deeply Of liquid holdup versus time. As can be observed, the flow pattern
discussed. The authors demonstrated th&tfap. 444 “well- ~ changes with the flow rates of gas and liquid and with the distance
defined statistical distribution of the slug holdup, with only onéom the phase mixer thus making it possible to notice a few
peak, may be regarded as a necessary condition for developgguliar features. o

slug flow.” Nydal and co-workers demonstrated that the entrance The plug flow, defined as usual as a sequence of liquid packets

length depends on both gas and liquid superficial velocities afige of gas bubbles bridging the whole pipe, is evidenced by the
appearance of time intervals during which the holdup is equal to

unity. As can be observed in Figs(a® and 8b), the plug flow is
accompanied by step changes of the liquid level in the gas cavities

12

o between plugs when the liquid superficial velocity is low, namely
x/D=33 | for Vg=0.6 m/s andVs,=0.9 m/s. This phenomenon was ob-
1.15 . served and outlined by Ruder and Hanrd®y, who carried out
» x/D=100 experiments with a 0.095 m i.d. pipe and measured the liquid level
S 1.1 during intermittent flows at 190 diameters from the injection.
5 ><_ They concluded that the existence of staircase-like shape of the
g 1.05 3 : x/D=160 liquid level profile is an indicator of the plug flow regime. The
".5 " O + i examination of Fig. &), which refers tovy,= 1.1 m/s, shows that
s 1 = i S meanvalue | the two-stage liquid level disappears ¥, is increased at the
3 fx ;’ m( X same gas superficial velocit (around 0.4 m/sas imposed for
o 095 3 the test runs of Figs.(8) and 3b). The analysis of the holdup
.g records pertinent t&/g;=2.0 m/s confirms that plug flow can exist
g 0.9 without step changes in the liquid level of the stratified regions. It
is interesting to notice that &t;;>1 m/s no two-stage liquid pro-
0.85 files were observed even atD =100, so that the possibility to
ascribe the appearance of a two-stage liquid level to a flow devel-
0.8 opment effect can be excluded. From the above experimental re-
00 10 20 30 40 50 60 70 80 syltsandobservations, it can be concluded that the phenomenon is
Mixture superficial velocity Vm [m/s] peculiar of plug flow only at low liquid superficial velocities,
namely atVq <1 m/s.
Fig. 3 Ratio of void fraction values  ag/a, as obtained from Figures %d) and He) show two typical holdup records concern-
different injector tests ing slug flow: the holdup pertinent to the slug passages is gener-
Journal of Fluids Engineering MARCH 2001, Vol. 123 / 73
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Fig. 5 Liquid holdup tracings at different locations along the

test pipe and for different operating conditions

mixer (x/D=33) at high values o¥4. As can be noticed from

the holdup record&nd as confirmed by the visual observation of
the flow), the structure of the intermittent flow disappears and the
flow pattern assumes the features of a wavy stratified regime when
Vg is higher than 2.5 m/s for all the liquid flow rates here con-
sidered and irrespective of the phase mixer employed. Below this
threshold value, even a/D=33 an intermittent flow structure

has been observed. This fact may suggest that the length needed to
start the intermittent flow mainly depends on the gas flow rate,
increasing as the gas flow rate is increased.

3.3 Time Average Void Fraction Along the Channel.
Data on the time average void fractiarhave been obtained from
integration of time series such as those described above. The
knowledge of the average void fraction during intermittent flows
is important since it allows the velocity of the gas pockéts(or
slug translational velocity;) to be evaluated, which is an un-
known of the one-dimensional slug model. To this aim the rela-
tion of Nicklin et al. [21] can be generalized to evaluate the
bubble velocity in plug/slug flow as a function of the mixture
velocity Vi,=(VsqtVg), the velocity of a bubble in stagnant
liquid v, (drift velocity) and a constan€y:

Vp=CoVmtuvg 1

According to Bendikseri22] the the above relation may be
interpreted by stating that the bubble moves at velagjtyelative
to the centerline velocity of the liquid ahead of the bubble; when
the flow is horizontal, the term, can be neglected at high mix-
ture velocities. According to Bendiks¢d2], v, vanishes at liquid
Reynolds numbers greater than 40,000. Woods and Hargsgty
stated thav, contributes to bubble velocity only fdr,,<3 m/s.
At low mixture velocity, the drift velocity approaches the values
suggested by Benjamir24]:

vo=0.542gD)%*° )

A great number of studies have been devoted to the evaluation
of the constan€, as reported i122,23. For horizontal flows the
most significant results of such investigations is that the values of
Cy range from 1-1.35. According to Bendiksddg approaches
value 1.2 at liquid Reynolds numbers greater than 50,000. With
the assumptions of deaerated liquid regions and negligible drift
velocity, it can be easily demonstrated tliat can be written in
terms of« as:

Vggla=CoVp, ®3)

which in turns, asC is fixed at the value 1.2, coinciddg the
pressure term is neglectedith the correlation of Armand and
Treshche\25]:

a=0.83%,+0.05In(10p) (4)

wherex, is the volume gas fraction defined ®g,/V,, andp is
the pressure in MPa.

Data relative to the time average void fraction measured during
our experiments for given values of gas and liquid superficial
velocities are sketched in Figs&@—6(d) as a function ok, with
the dimensionless distance from injectiofD as a parameter. The
reported values are the averages of those obtained for 5 repeated
runs. The main result is the increase of the void fraction while
moving in the streamwise direction. The void fraction values pre-
dicted by Armand-Treshchev correlation are attained in the mea-
suring station located at 160 diameters while values up to 20
percent less have been measured upstream. At low liquid superfi-
cial velocities(i.e., V5=0.6 m/9 the void fraction values at/D
=33 andx/D=100 are very close to each other and the void

ally lower than the unity due to the presence of gas bubbles in tiraction values ak/D =160 are lower than those expected (By

liquid core. It can be noticed that liquid height minimuias in-

as can be noticed from Fig(&®.

dicated by the holdup trace with the assumption of no aeration ofFor higher liquid superficial velocitie€Figs. &b), 6(c), 6(d)),
the liquid carpetis associated with the slug front, as observed bihe void fraction values at/ D = 33 are generally lower than those

Ruder and Hanratty.

measured ak/D=100 but the difference is reduced %t>0.6

Figure §f) shows typical holdup fluctuations near the phase 0.7(Vss>1.3m/s). The void fraction values afD=160 are
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Fig. 6 Area average void fraction as a function of the gas volume fraction. Parameter: distance from the phase injection.
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Fig. 9 Typical PDF profiles for stratified flow at the tube inlet
(x/ID=33) when V ,>2.5m/s

well fitted by (4): this fact may be a further indication that a
(quas) steady flow pattern has been reached at the downstrear
measuring location.

The measurements of the void fraction can be interpreted ir
terms of constan€, by (3). It can be deduced from Figs(&6—
6(d) that Cy ranges from 1.20-1.50 for all the operating condi-
tions and measuring locations. In particularxdd = 160, the con-
stantC, is around value 1.20 as can be noted in Fig. 7. A closer
examination of the figure reveals the influence of the liquid flow
rate, as already observed above in comments to Figs-6(d).

These results are in reasonable agreement with the measur
ments of Bendiksef21] but it should be noted that the present
results refer to liquid Reynolds numbers in the range 40,000-
120,000 while Bendiksen’s data correspond to lower Reynolds
numbers.

3.4 Statistical Distribution of Void Fraction, Flow Pattern
Transition and Liquid Film Level. The records of the instan-
taneous void fraction have been analyzed in terms of probability
density function(PDPF). Intermittent flow is associated with a
twin-peaked PDHK 18], where the low void fraction peak is perti-

nent to slug(plug) passage and the high void fraction peak is
25 i
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Fig. 10 PDF profiles at different gas flow rates
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Fig. 12 Slug peak amplitudes for different values of V. s and Vg Fig. 13 Mean liquid levels evaluated from PDF analysis at dif-
ferent locations along the pipe

characteristic of separated phase regi@ges pockets Typical
PDF profiles reconstructed by means of the present data arehe examination of Figs. 14)—11(c), as well as of Fig. 12,
shown in Figs. 8 and 9. Figure 8 shows the PDFs concerning theeals other interesting features. The first observation pertains to
measurements afD =33, 100, and 160 for given gas and liquidthe slug residence time over the observation period: the time frac-
flow rates. From Fig. 8 it is easy to detect the flow developmeribn of slug passage has a maximum, which increases with the
along the channel: the height of the slug peak increases and kigeid flow rate. Second observation: the flow pattern transition
peak pertinent to the stratified regions moves to higher void fragees not depend on the liquid flow rate but it depends only on the
tion values as the distance from the injector is increased. Thas flow rate, as the Mandhane flow map suggested. The threshold
results of Fig. 8 correspond to a situation in which the time frawsg value for transition is around 0.6—0.7 m/s for all the liquid
tion pertinent to slug passage increases and the liquid film levelflow rate investigated. This value matches that evaluated by Ruder
the separated phase regions reduces while moving along #rel Hanratty(0.6 m/s[9]) according different criteria based on
streamwise direction. Figure 9 shows the PDi/&@ =33 at high the inspection of the shape of the elongated bubbles. The transi-
values of the gas superficial velocity. The situation is describedfiion value forVq is also close to the boundary on the Mandhane
Fig. 3f). As can be observed, the PDF profile pertinenktd  map (Vsq=0.8—1 m/s), while, on the contrary, is far from the
=33 collapses from double peak shape into single-peak shapevakies expected from RefZ], [10], according to which the tran-
V¢4 exceeds 2.5 m/s. In these conditions, the flow pattern can $iion occurs at constant mixture velocity {=2-2.5m/s).
classified as stratified and the void fraction at which the maximum The height of the liquid film in the stratified region between
of the PDF occurs is very close to the time averagét should slugs was determined from the analysis of PDF curves of the type
also be noted from Fig. 9 that the two injection devices heihown in Figs. 8—10. As described in Section 2.2, the average
employed produce similar phase distributions. heighth (most probableof the liquid film was inferred from the
The effect of gas flow rate on the flow pattern is shown in Fig.
10 atx/D=160. The main result is that the slug peak tends to
disappear and the separated phase peak moves to the right and
increases in height. A deeper analysis of the PDF profile as {2 1

function of theV4 reveals a very interesting feature. Consider the £ -
PDFs reported in Figs. 14), 11(b), and 11c) that correspond to £ Vsi=2.0m/s e
different values oV, namely 0.6 m/s, 1.1 m/s, 2.0 m/s; in all @ x/d=160
cases, the height of low void fraction pe#&&lug peak, which 2 0.8 +
represents the time fraction pertinent to slug passagmes 'é x/D=100
through a maximum while the gas flow rate increases. The situazZ x X
tion is summarized in Fig. 12, where the slug peak amplitude is 0.6 - x/D=33
plotted as a function of gas and liquid superficial velocities. Care- 5 + x
ful observation of the time histories of the void signal as well as £ =51 x
of the PDF profiles themselves indicates, at gas superficial velociE g 4 2
ties greater than those pertinent to the occurrence of the pea& = + *
height maximum, the presence of gas bubbles inside the slu$ o ; X
body. From PDF profiles, it can be noted that, as the peak heigr@ 2
passes beyond the maximum, the peak base enlarges to prove IS 0.2
inception of bubble entrainment in the slug core. g

According to the standard definition of plug and slug flow re- @
gimes, the presence of bubbles is the indicator of the transition£ 0
Therefore, the existence of a maximum of the slug peak heighQ 6 65 t 15 2 25 3 35 4
can be utilized as a criterion to identify the transition from plug to Gas superficial velocity Vsg [m/s]

slug flow regime. This criterion can be used as an objective and
quantitative discriminator for the occurrence of flow pattergig. 14 Minimum liquid levels evaluated from PDF analysis at
transition. different locations along the pipe
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Fig. 15 Mean liquid levels evaluated from PDF analysis for dif- Fig. 17 The ratio between the minimum and the mean liquid
ferent values of V levels at x/D=160
void fraction at which the maximum of the right peak occurs
while the minimum liquid leveh,,,;, was associated with the right
value of the void fraction where the PDF goes to zero. 100 . 25
_F!gures _13 _and 14 show the dlmensm_nless liquid wa and oo} Vsl=0.9m/s ———rd—| ;‘1100 IIIII
minimum liquid level hy,;,/D as a function ofVy, at different Vsa=1.39 x/D=
location along the pipe. As can be observed, the valudsarfd got- Veg=1. m/s — -20
hmin decrease with the distance from the injection and with irgy x/D=33
creasing gas flow rate. € 70 @]
The figures refer td/g;=2.0 m/s; similar trends have been ob-2 60 15
tained at lower liquid flow rates. The effect of the increasin%‘
liquid flow rate is to increase the liquid depthitherh or h,,,) & 50 9
mainly at the tube inletX/D=233), where difference up to 30 £
percent have been observed at the same valug of Such dif- & 10
ferences decrease as the gas flow rate increases. It is worthw i
to notice that forVg <1 m/s the values ofi as measured a/D ‘
=33 are in reasonable agreement with the values expected fr f i
the stability criterion for the onset of intermittent flow as propose
by Lin and Hanratty[26]. E
0 i
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Fig. 16 Minimum liquid levels evaluated from PDF analysis for Fig. 18 Power spectral densities of void fraction fluctuations.
different values of V Parameter: location along the pipe
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A o —— f—0.6178[ Vo ®)
4.5 Vel=0.6mis EO- 151§ “p\D-h strat
A + [N — 1
= 4 J Vsl=09m/s Eq.[6] In order to evaluate the slug frequency, the phase depsthe
- 35 x i equilibrium liquid heighth and the actual gas velocity, have to
2 3 - Vel=1.1m/s ! be estimated with reference to the stratified flow configuration.
S __ VAI—20 | The author suggests the Taitel and Dukler md@8] to get the
3 2% < sl=2.0m/s flow parameters at equilibrium for the stratified flow.
o =3 v— For comparison with present data the well-known correlation of
",_-;, b T B ~ Gregory and Scotf29] has also been considered. This dimen-
c% 15 ad X1 T sional correlation for slug frequency is based on experiments car-
14—k x. Vsl=0.9m/s ried out in horizontal pipes at low liquid superficial velocities
05 I Nl R So . (0.4<Vy<1.3m/s):
o - Vg (19.75 12
0 05 1 15 2 25 3 35 4 fZO'OZZ%D_(V_+ m” (6)
Gas superficial velocity Vsg [m/s] 9 m
The slug frequency results obtained from FFT analysis/Bt
Fig. 19 Slug frequencies as inferred from FFT analysis and =160 are reported in Fig. 19 as a function\af; andVy, together
comparison with theoretical models with the expected values fros) and (6).

As can be observed, the experimental values and the predicted
ones are in fairly good agreement\j; values greater than 2 m/s.
In particular, the experimental results are in satisfactory agree-
ment with the Gregory and Scott correlation at low values of
Near the tube outletx{D = 160) the liquid level$ andh,,i, are Vg (V<1 m/s); these are the conditions at which the correlation
not very sensitive to the changes in the liquid flow rate, as can @s developed. At high liquid superficial velocit®.0 m/s in this
seen in Figs. 15 and 16. In particular, #y, in the range 0.6—1.1 study) the Gregory and Scott correlation underestimates the slug
m/s the experimental data lie on the same curve while the ddtaquency with an error up to 120 percent ¥y;<0.5 m/s. In this
pertinent toV¢,=2.0 m/s show values approximately 25 percerfiange, no reliable predictions can be obtained with Tronconi
higher. These results are consistent with Ruder and Hanratty mgdel, since the error is around 50 percent. It can be noticed that
surements that are summarized as continuous line in Fig. 16. Tthe Tronconi model, which remains a simple but powerful tool
agreement between the two sets of data is good and confirms th@sed on a realistic description of the flow, exhibits a through-a-
the minimum film heights weakly depend on liquid flow rate fomaximum profile at lowVs, which does not correspond to the
Vg values up to 1 m/s. Over this value the increas&/gfyields trend of the measured values. As the gas superficial velocity in-
the liquid level to rise as demonstrated by the level profile pergreases the error reduces:\af;=3 m/s the difference between
nent toVq=2.0 m/s. the values predicted bfp) and the measured ones is around 15
Finally, it has been observed that a linear relationship exigegrcent.
between the measured valueshgf,, andh. The ratio of the two
quantities is about 0.65-0.8 and is quite insensible to the liquid
flow rate variations: the effect of the gas superficial velocity o .
theh,,/h ratio is shown in Fig. 17 with reference to the measure= Conclusions
ments taken ax/D = 160. The impedance method was adopted to measure the area aver-
age instantaneous void fraction in two-phase flows developing in
X . i . ..a horizontal pipe. The investigated flow conditions cover the plug
previously discussetap. 3, one-dimensional models to pred'Ctand slug flow regimes. The analysis of the results shows that the

intermittent flow behavior, require some preliminary informatioty,, siry;cture deeply modifies along the pipe and that minor ef-
(closure relationships These relationships concern the evaluatloiqbCts have to be ascribed to the gas injection mode. The main
of such flow parameters as the frequency of the slug padsaige results are the following: '

the slug lengtH. In what follows, some available relationships
for slug frequency evaluation are considered for comparison withl The examination of the time histories of void fluctuations
present data. showed some peculiar features: in particular it was observed that
The analysis of probe signals in the frequency domain allowed low liquid superficial velocities\(;;<1 m/s) the plug flow is
the power spectral densiti€BSD) of void fraction to be obtained associated with appearance of step changes of the liquid level in
by using the Fast Fourier Transform technique as describedthe gas cavities between plugs. The examination of void records
Section 2.2. As an example, Figs.(&8 18b) give the results which refer toVg=1.1m/s and 2.0 m/s, showed that the two-
obtained at 33, 100, and 160 diameters from the air injection, fetage liquid level disappears &5, is increased at the same gas
Vg =0.9m/s andVg,=1.39 m/s. The PSDs show the appearancauperficial velocityVs,.
of a dominant frequency that becomes more evident with the in-2 The time average void fraction increases along the pipe: in
crease in the distance from the phase mixer. With reference to the downstream regionx(D=160) the measured values agree
measurements collected atD =33, it can be noticed that, al- with those predicted by the correlation of Armand and Treshchev
though the spectrum is wide and no dominant frequency can Wwéile upstream X/D =33,100) up to 20 percent less values have
detected, the maximum of the PSD occurs at frequencies tlween measured.
or three times higher than those measured in the downstrean8 The variation of PDF profile as a function of the gas flow rate
locations. shows that the height of the slug peak goes through a maximum
This observation is consistent with the model proposed liiat may be associated with the flow conditions at which the tran-
Tronconi[27], who postulated that a linear relationship exists besition between plug and slug flow regimes occurs. Thus the ex-
tween the frequency of formation of superficial waves during themination of the probability distribution function enables the iden-
stratified flow and the slug frequency: the proposed model allovification of the operating conditions at which the transition
the slug frequency to be evaluated as a function of the flow paecurs. When the possibility to vary the flow rate exists, this cri-
rameters pertinent to the stratified flow configuration. terion can be used as an objective and quantitative discriminator

4.5 Power Spectral Densities and Slug Frequency.As
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for the occurrence of flow pattern transition. According to this [4] Andreussi, P., Minervini, A., and Paglianti, A., 1993, “Mechanistic Model of

procedure, the transition occurs at constdgyf at a value around

0.6~0.7 m/s.

4 Far from the injection X/D =160) the liquid levelsh and

Slug Flow in Near Horizontal Pipes,” AIChE J39, pp. 1281-1291.

[5] Fabre, J., Ferschneider, G., and Masbernat, L., 1983, “Intermittent Gas Liquid
Flow in Horizontal or Weakly Inclided Pipes,Proc. Int. Conf. on Physical
Modelling of Multiphase FlowCoventry, U.K.

hmin are not very sensitive to the changes in the liquid flow rate,[6] Mandhane, J. M., Gregory, G. A., and Aziz, K., 1974, “A Flow Pattern Map

while the influence is stronger at the inlet/ D =33). In particu-
lar, for Vg, in the range 0.6—1.1 m/s the experimental data lie on
single curve while the data pertinent\q,=2.0 m/s show values
approximately 25 percent higher. Theoverh,,, ratio ranges

for Gas-Liquid Flows in Horizontal Pipes,” Int. J. Multiphase Flowy, pp.
537-553.

a[7] Barnea, D. A., 1987, “A Unified Model for Predicting Flow-Pattern Transi-
tions for the Whole Range of Pipe Inclinations,” Int. J. Multiphase Fla®&,
pp. 1-12.

from 0.8—0.6 ad/yq increases in the range of investigated values.[8] Lin, P., and Hanratty, T. J., 1987, “The Effect of the Pipe Diameter on the
5 The slug frequencies inferred from power spectra showed Flow Patterns for Air-Water Flow in Horizontal Pipes,” Int. J. Multiphase

that a lack in the prediction capability of different correlations
exists atVg>1 m/s especially for low gas superficial velocities,

Flow, 13, pp. 549-563.
[9] Ruder, Z., and Hanratty, T. J., 1990, “A Definition of Gas-Liquid Plug Flow
in Horizontal Pipes,” Int. J. Multiphase Flovi6, pp. 233-242.

namely atVs;<0.5m/s, where the error is at least 50 percent. [10] Andreussi, P., and Paglianti, A., “The Boundary of Slug Flow in Near Hori-
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Rotating Probe Measurements of
the Pump Passage Flow Field in
an Automotive Torque Converter

The relative flow in an automotive torque converter pump passage was measured at three
locations inside the passage (mid-chord, 3/4-chord, and 4/4-chord) using a miniature
high-frequency response five-hole probe in the pump rotating frame. A custom-designed

Y. Dong brush-type slip-ring unit is used in the rotating probe system to transmit the amplified
. signal from the probe in the rotating frame to the stationary frame. At speed ratio of 0.6,
B. Lakshmlnaravana a weak “jet-wake” flow pattern is observed at the pump mid-chord. High flow loss is
, observed in the core-suction corner due to the “wake” flow caused by the flow separa-
Genter for Gas Turbine and Power, tion. A strong clockwise secondary flow is found to dominate the flow structure at the
The Pennsylvania State University, pump mid-chord. The Coriolis force and the through flow velocity deficit near the core at
153 Hammond Building, the pump inlet are the main reasons for this secondary flow. The jet-wake flow pattern at
University Park, PA 16802 the 3/4-chord is enhanced by the upstream secondary flow. A jet-wake flow pattern is also

observed at the pump 4/4-chord, with concentration of the flow near the passage pressure
side. The secondary flow changes its direction of rotation from the 3/4-chord to 4/4-
chord. This is mostly caused by the passage meridional curvature and the flow concen-
tration. High loss is found in the core-suction corner wake flow due to a low kinetic
energy flow accumulation and the flow separation. Finally, the pump flow field is assessed
through the mass-averaged total pressure and relative pressure loss parameter. The data
are also analyzed to assess the effect of the speed ratio on the flow field.
[DOI: 10.1115/1.1341202

Keywords: Torque Converter, Pump, Flow Measurement, Rotating Probe, Secondary
Flow

Introduction dimensional at speed ratio 0.8 and 0.065. The flow was well be-
Hgved near the shell and at the mid-span, but very poorly behaved

The automotive torque converter is a hydrodynamic, Closenear the core. The jet-wake flow dominates the flow structure in
loop, multi-component turbomachine. Compared with the conve e pum aésa eJ The iet-wake flow is a tvpical flow pattern
tional turbomachine, the torque converter flow field is more com- pump p ge. J yp p

plex mainly due to:(1) the differing rotational speed of eaChobserved in centrifugal impeller blade passages. The flow concen-

element;(2) 360 deg flow turning in the meridional plan@) the tration on the pressure side of the passage looks like a “jet.” On

. . . the suction side of the passage, a low momentum flow with high
large blade turning angldfurbine and stator (4) the wide range flow disturbance exists? Thisglooks like a wake. This is mainlg)]/
of operating conditions(5) the high viscosity of the working caused by the rotation and curvature effects. The LDV measure-

fluid; and (6) the (_:Iosely _coupled system with substantial rOtorr'nent indicates a strong secondary flow at the mid-chord and the
stator, rotor-rotor interaction.

) . exit. The rotation of the secondary flow is reversed from the mid-
In an automatic transmission, the output torque and power giﬁ

S T . ord to exit[3]. The steady and unsteady flow field at the pum
the engine is imparted to the transmission oil by the pump of tré‘?(it of a GI\E ]245 mm toréue converterywas measured uZingpa
torque converter. The pump provides the pressure rise and i

- : gh-frequency response five-hole prolgd. The dominant fea-
creases the angular momentum of the oil through the rotation aﬁ'ﬁe of the flow field is the mass flow concentration on the shell

the flow turning. In order to study the torque converter fluid dyénd pressure side, and a strong clock-wilically inward on

namics and to investigate the_ Ios; mechanisms, it is very imp%-e suction side anlcl outward on the pressure) sdeondary flow.

tant to under_stand the flow f'el.d inside Fhe pump passage. Tmscore-suction corner flow separation and an intense flow-mixing

knowledge will greatly help dgsngners to improve the torque Cori’égion with very high flow unsteadiness were observed at the

verter performance. The objective of this paper is to study tgb%mp exit. The centrifugal effect, not the blade turning, dominates

fe flow feature in the pump passage. Dong ef%.performed

. e steady flow measurement at the stator &kie pump inlex

ture and loss mechanisms (.)f the pump flow. ., The measurement at the stator exit indicates the presence of a
There have been several investigations of the pump flow fIGIOII'é{'rge axial velocity deficit near the core at the speed ratio 0.6, and

recent years. By and Lakshmlnaray:{t_léimeasured the pressuretP&e;mstrong_:] secondary flow causes large exit flow angle variations

on the pump blade surface. The static pressure was found tog the core to the shell at the pump inlet. The flow at the stator

well behaved near the shell and poorly behaved near the COLEit was found to be highly turbulent.

Gruver et al.[2] measured three components of velocity in the A new rotating probe systerfboth mechanical and electrical

pump at three streamwise plan@set, mid-chord, and exjtusing : .
LDV. The velocity distribution was found to be highly three_system$was designed and fabricated for the same GM 245 mm

torque converter. A miniature high-frequency response five-hole
probe, which was developed earlier at Penn Siéte was em-

Contributed by the Fluids Engineering Division for publication in ticeJBNAL ; i i
OF FLUIDS ENGINEERING. Manuscript received by the Fluids Engineering Divisionponed to measure the pump passage flow field in the rotating

June 6, 2000; revised manuscript received October 3, 2000. Associate Technfééme- The flow field at three chordwise .Iocations of .the pump
Editor: Y. Tsujimoto. passage was measured at five speed ratios. For brevity, only the
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) — v At this condition, the torque converter has a 75.6 percent overall
3/4Chord 4/4 Chord y - efficiency and a 1.26 torque ratio on the Penn State facility. De-
1/4 Chord tails of the high-frequency five-hole probe used in this investiga-
Shell | tion is described if4].
N The rotating probe measurement system designed, developed,
and used in this research consistgbfa probe traversing mecha-
2/4 Chord‘“l-)ump ) - Tuf'blnezm Chord nism to measure the flow field at various chordwise and tangential

Core i locations, (2) a signgl conditioner(amplifierg and ba.tteﬂy
\\\ — | mounted on the rotating probe casing) electrical conduits to
transmit the data to slip-ring unit, and) a slip-ring unit. The
probe design and data acquisition and processing systems in the
stationary system are identical to those described in earlier publi-

1/4 Chord! Stator . cations. . -
\/ During the design, one of the most difficult problems encoun-

4/4 Chord tered was the probe traverse system. The probe must be traversed
\ both tangentially and radially relative to the blade passage. The

L probe is designed to be mounted on the pump shell at some speci-
fied location(percentage of the blade chord length, as shown in
Fig. 1). The radial traverse of the probe is accomplished by a
sliding sleeve, which has a series of index holes on its outer di-
(a) ameter. The sleeve can be translatslell-to-corg in the pump
shell and be fixed in incremental positions by a set screw, which
engages the holes on the sleeve. The guide holes for the probe
sleeve are manufactured at the specified locations on the pump
shell and are aligned with the local blade angle. To carry out the
tangential traverse, the blade system was designed to rotate rela-
tive to the pump shell. The contour of the shell is manufactured to
match perfectly with the contour of the blade tip to keep the tip
leakage flow to be negligible. The angular position of blade rela-
tive to the probe is determined by a group of index holes, which
are accurately drilled by a CNC machine. Once the probe tangen-
tial position is fixed, the shell and blade parts are held together by
eight bolts. The pump cover is redesigned into two pieces; an
annular ring and a flat plate cover. The electrical wires used to
transfer the signal to the slip-ring unit are connected through two
small holes in the pump cover from the pump shell to the pump
shaft. All test parts mentioned above were manufactured by CNC

YITTTTE L’

(b) machining, and the pump blade part was made by five-axis CNC
] ] ] milling machine. Complete details of the design and hardware can
Fig. 1 Cross-section of the pump rotating probe measurement be found in[7].

test unit and coordinate system. (&) Cross-section of test unit;

(b) pump blade passage and coordinate system The error in the rotating probe measurement is strongly depen-

dent on the noise of the electronic system. The Kulite pressure
transducers, which are used in the high-frequency response probe,

. . require a very stable voltage DC power supply. The output signals
data at speed ratio of 0.6 are presented and interpreted in ﬁf hese transducers need to be amplified by low noise amplifiers.

paper. The comprehensive data at all speed ratios can be foungjijage amplifiers are powered by a powerful DC power supply.
(7). For the rotating frame measurement, the signal has to be trans-

. ) ferred from the rotating frame to the stationary frame, which is
Rotating Probe System and Measurement Technique  then processed through a data acquisition sysmS-50 and

The experimental investigation was accomplished using t¥&6 PQ. The contribution to the electronic noise comes from the
Torque Converter Research Facility at the Pennsylvania St@@ssure transducer, the amplifier, the power supply, and the data
University. The facility consists of six main components: driv@&cquisition system.
motor, absorb dynamometer, control system, hydraulic systemA slip-ring unit was used to transfer the electrical signal from
test unit, and data acquisition system. A detailed description @t rotating frame to the stationary frame. This slip-ring unit is a
this torque converter test dynamometer is given by DBfigA  custom-designed, high quality, brush-type unit. It has 37 channels,
schematic of the test section and the cross section of the pump @id is made of gold alloy for brushes and rings. For the speed
shown in Figs. fa) and Xb), respectively. The newly developedrange from 0—1500 rpm, the noise level of this slip-ring unit is
rotating probe system is described in this section. about 5—-7 mV for a 3-5 V level signal. This represents a signal

The pump has 32 blades with 1 mm constant blade thickneseise ratio of 0.10 percent—0.25 percent. For the flow measure-
The pump inlet blade angle is30 deg and the outlet blade anglement, this noise level is acceptable after amplification, where the
is 10 deg. The turbine has 36 blades with 1 mm constant blaB€ signal is about 3—5 V and the AC signal is about 20—-50 mV.
thickness. The inlet blade angle is 61.4 deg and the outlet bladewever, before amplification this noise is not acceptable, be-
angle is—62.6 deg. The stator has 17 blades with aerodynamiause it is even higher than the flow signal, and will be amplified
profile. The inlet and outlet blade angles are 27 and 70 deg. Thy the amplifier gain(250 in this system Therefore, the amplifier
flow field was measured at five different operating conditiongind the transducer power supply have to be installed in the rotat-
speed ratiogdefined asn,/n,) 0.8, 0.6(design point, 0.4, 0.2, ing frame before the signal transmitting through the slip-ring unit.
and 0.065. Only the data at the design speed ratio of 0.6 areA schematic of the electronic system of the rotating five-hole
presented and interpreted in this paper. The test speed of the pyrgbe is shown in Fig. 2. Two groups consisting of a rechargeable
is 1160 rpm, and the turbine speed is 696 rpm at a speed ratio Géttery and a voltage regulator are used as the transducer power
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Power where theV ¢ is called reference velocity of a given speed ratio,
Supply which is found to be approximately proportional to the averaged
through flow velocity.

Voltage
Regulator

P—Phup 1

Prom=""p—— Prer=5 Vs @
Sianal , Phub is the static pressure measured at the stator hub.
e | DAS-50 The secondary velocity in the relative fram#&J{.) is calculated
as follows:
Power Voltage Battery | . ) ) )
Regulator Battery | ! Weec™ Wineasured™ Wigeal 3)
E 486-PC Wsec: (Wa measured Weideal)i ot (aneasureﬂ' \NnideaDi n (4)

Stationary Referonce Frame where theWqeq is the ideal flow velocity that exists in an inviscid
RO L EE L LS L L Rl or primary flow field.

Fig. 2 Schematic of electrical system used for rotating probe Wy idea™ Wi measured@n Bp (5)
measurements.
Whigea™ 0 (6)

where By, is the local blade angle.
In the pump rotating system, the relative total pressure loss

supply. The DC power suppligs-12V, —12V) for the five am- e?arameter is defined as:

plifiers are transmitted through the slip-ring unit by five parall
channels each. Two voltage regulators are used in the rotating )

frame to reduce the noise of these power supplies due to the P1=(Po)p= 5 pU (7)
slip-ring unit. All the above electronic units and five signal am-

plifiers are custom-designed miniature parts. They are mountedwhereU is the local blade speed, equaldo, and the Py),, is the
the pump shell, rotating with the pump passage. The output sigfiglative total pressure in the rotating frame, defined as follows:
from each transducer of the probe is transmitted to the stationary 1

frame through four parallel channels of the slip-ring unit in order (Po)p=P+ —pW% ®)

to reduce the noise due to the slip-ring unit. Seven slip-ring chan- 2

nels were parallel connected to the common ground. The M&ghereP is the static pressure aMl, is the relative total velocity.
sured noise of this system is low, total about 5-6 mV, which i some publications, the relative total pressure loss parameter
the same level as that measured in the stationary five-hole prqle) s called rothalpy, or Bernoulli constant in the rotating
system. Since the probe is in the rotating frame, the transduc@tgme. The physical meaning of this parameter is explained be-
are not located at the same radius as the tip of the probe, {Bg.
measured pressures were corrected for the centrifugal force effecty, 5 rotating reference frame, the valueRf is constant along
The accuracy of the centrifugal force correction depends on thes streamline for incompressible and inviscid fl§8]. For the
transducer sensors. ) _the same streamline is the viscous loss. For the rotating probe
The accuracy of the steady flow measurement of this rotatip§easurement, the relative total pressurBg)§ is measured di-
probe system is=0.7 kPa(*0.1 ps) of the pressurex0.2 m/s of yactly by the five-hole probe because the probe is in the same
the velocity, and+1.5 deg of the flow angle. The dynamic peryptating frame as the flow. Therefore, the loss information can be
formance of the high frequency response probe has been ditained by comparing the upstream and downstream distribu-
cussed in earlier publicatiorjd,7]. The maximum frequency re- jons of the relative total pressure loss parameter.
sponse is 9 kHz; the probe’s natural frequency is 6 kHz. The The pump is located downstream of the stator inside the torque
accuracy of the probe positioning is0.15 mm in position and conyerter. Thus, the stator exit flow controls the pump inlet flow
+0.15 deg in angle alignment. The flow field inside the pumpondition. The stator exit steady flow field of GM 245 mm torque

passage was measured at three cross sections; the mid-chord §§¢zerter was measured by a stationary conventional five-hole
tion (50 percent chord length from the pump inje8/4-chord prope,

section(75 percent chord length from the pump injeand 4/4-
chord section(pump blade trailing edge section inside the pass . .
sage, as shown in Fig. 1. At the pump mid-chord, the probe w esults and Discussion
traversed on a grid of 8 7, which covers about 49 percent of the Typical spectrum of the rotating five-hole probe sig(@annel
passage area. At the pump 3/4-chord, the probe was traversedlpat one typical location is shown in Fig. 3. The signal from the
a grid of 9X7, and covers 65 percent of the flow area. At therobe center holéNo. 1) at the center of the cross section is
pump 4/4-chord, the probe was traversed on a grid f78and presented. It is clear that the pump shaft frequengy)(is the
covers 59 percent of the flow area. Compared with the convetieminant periodic signal at all locations. This is mostly due to the
tional turbomachinery measurement, these grid cover much legavity force. Because the facility is set horizontally, the rotating
percentage of the passage area because of the size of the topjobe senses different pressure at different angular position due to
converter. The mass averaged passage-averagefiow param- the gravity force. At the pump mid-chord location, the probe is
eters have some inaccuracy; this can be determined only througbated at the smallest radius among these three pump measure-
nonintrusive measurement technique such as Laser Doppler Vigent locationg2/4, 3/4, and 4/4; Fig.)l and the pressure differ-
locimeter. ence between the top and bottom positions of the probe is the
In consistent with the earlier publications of the Penn Stasmallest. The pump shaft frequency periodic signal has the small-
group, the velocities and pressures presented in this paper esévalue at mid-chord and the highest value at the trailing edge
normalized using the following equations: (Fig. 3. When a pressure correction for the gravity force is ap-
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Fig. 3 Spectrums of the rotating five-hole probe signal at cen-
ter of passage (SR=0.6). (a) Pump mid-chord; (b) pump 3/4-
chord; (c) pump 4/4-chord.

The other periodic signals shown in the spectrum are the stator
blade frequency f(s.0) and the turbine blade frequency 36
X (fps—fis). At the pump mid-chord, only the stator blade fre-
quency can be seen in the spectrum. This implies that the stator
blade periodic flow, such as the blade wake, has not been decayed
completely at the pump mid-chord location. However, the magni-
tude of this signal is very weak; only about 1/3 of the pump shaft
frequency signal. At the pump 3/4-chord, both the stator blade
frequency signal and the turbine blade frequency signal can be
seen in the spectrum. This indicates that both the upstream stator
blade periodic flow and the downstream turbine blade periodic
interaction are sensed by the probe. At the pump 4/4-chord, only
the turbine blade periodic signal is measured by the probe. From
the pump mid-chord to the 4/4-chord, the stator blade periodic
signal decreases as the upstream periodic flow decays, and the
turbine blade periodic signal increases as the effect of downstream
flow interaction increases. Furthermore, compared with the peri-
odic flow signal, the broad-band sign@hndom flow signalis
very small. This means that the random unsteadiness of the rela-
tive flow inside the pump passage is small. This also indicates that
the electronic noise of the rotating probe system is also very
small.

The Flow Field at the Pump Inlet. The pump inlet flow is
measured at the stator exit using a conventional five-hole probe
[5]. Only the passage-averagéircumferentially mass averaged
from the pressure to the suction surfafiew propertiesin pump
rotating frame are presented in Fig. 4 to facilitate interpretation
of the pump passage flow data. At the speed ratio 0.6, the most
significant feature of the pump inlet flow is the axial and total
velocity deficit near the coréFig. 4(b) and (c)). A higher mass
flow rate is found near the shell region. The reason for this radial
redistribution is partly due to the axial velocity deficit at the stator
inlet near the core, and partly due to the radial mass transport by
the secondary flow inside the stator passage. A large velocity
deficit is also observed in the relative total velodifjg. 4(b)) due
to the non-uniform through flow profile. The stator pressure varia-
tion is small, except at idle conditiofSR=0.065, Fig. 4a)).

The pump has &30 deg inlet angle. At the speed ratio 0.6, the
relative flow yaw angle at the pump inlet is15 deg near the
shell, and—67 deg near the corig. 4(d)). This implies that the
pump inlet has a 52 deg incidence change from shell to core;
15-37 deg. It is clear that the axial velocity deficit is one of the
major reasons for such a large variation in the pump incidence.
The presence of strong secondary flow at the stator exit and the
presence of convex curvatufeore and the concave curvature
(shel) are possible causes for such inlet conditions. The automo-
tive torque converters use the sheet metal as the pump blade, and
these are sensitive to the inlet flow angle. Even a small incidence
will cause flow separation near the leading edge, resulting in large
inlet flow losses. Therefore, the secondary flow and the radial
mass transport in the stator passage, as well as the flow separation
inside the stator passage, have an adverse effect on the pump inlet
condition, leading to large inlet flow losses.

Flow Field at the Pump Mid-Chord. At the speed ratio 0.6,

the static pressure contours at the pump mid-chord loc&Ean

5(a)) show that the pressure has the highest value in the shell-
pressure surface corner, and the pressure gradient is from the
shell-pressure corner to the core-suction surface corner. This is
because the shell has a larger radius than the core, and the pres-
sure increases from the core to the shell. The pump torus curva-
ture also causes the pressure gradient in the same direction. The

plied in the data processing, the periodic signal at pump shéfingential pressure gradient is from the pressure side to the suc-
frequency disappears. Other factors that could also generate tiba side, which has about the same magnitude as the radial pres-
periodic shaft frequency are misalignment of the test section, usure gradient because the contours are inclined at about 45 deg.
balance weight, mechanical vibration, and electrical noise of theThe relative total velocity vectors are shown in Figa)6 The
dynamometer and control system. However, compared with tfes-wake flow structure is not very strong. The velocity is low at
gravitational force, all these signals are very weak at the shdfie core-suction corner and high near the shell and at the center of

frequency.
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Fig. 4 Radial distribution of mass averaged pump flow parameters (in pump rotating frame ). (a) Static pressure; (b) Relative total

velocity; (c) Through flow velocity; (d) Relative flow yaw angle in degrees.

the mass flow deficit in two regions; the core-suction corner ard curvature of the flow path. For a centrifugal/radial turboma-
the shell-pressure corner. The low through flow velocity at thehinery, three sources of secondary flow can be recognized from
core-suction corner is due to the tendency for flow separation tife above equation. The first source of secondary flow is the me-
the wake flow region. The mass flow deficit at the shell-pressuf@ional curvature in the presence @f,. The second source is the
corner is caused by the secondary flow, which will be dISCUSSg{hde chamber, again in presence @f{. The third source is
later. ] ] ] caused by the direct effect of rotatidlast term in the equation
At the speed ratio 0.6, a strong clockwiseoking from down-  According to this theory, several reasons could be attributed to
stream to upstreamsecondary flow is found at the pump mid-s strong clockwise secondary flow at the torque converter pump
chord location(Fig. 8a)). The flow is highly undertumed in the 4 chord. These reasons ard) the direct effect of rotation
upper half of _the passage, since the relgitlve tangential _velpmtyt ough meridional curvature induces secondary flow as shown in
from the suction side to the pressure side. A large radial inwa; 9. 8@) [8]. (2) In the first half of the pump passagiom the
velocity (shell to corg is observed near the pressure side. L|Tnlet to the mid-chory the effect of rotation transports blade
should be noted that the secondary flow velocity near the shell- . .
pressure side is about the same order of magnitude as the thro §Hnda_ry Iay_er flow towards the core du_e to a higher radius at the
flow velocity (Fig. 7(a)). The relative flow angle is about 40 degc re. Itis belleveq Fhat these are two main causes of the_secondary
to 50 deg in this area. flow. (3) The meridional curvature of the blade passage is another
The detailed secondary flow analysis for general radial turb2@son for the secondary flow. From the stator exit, where the flow
machinery is given by Lakshminarayafgj Isin th(_e axial dlrgctlon, to.the pump mid-chord, where the flow is
R nearly in the radial direction, the pump blade passage has a 100
ws |2 2 2w, 22(0X )-8 deg turning in meridional plane. The radial inward flgshell to
pTV WR ©° W2 ds 9) core along the pressure side is partly caused by this flow turning.
1P 1 P ; o
(4) The pump inlet incidence also causes the secondary flow. As
wherewjs is the streamwise vorticityy,, is the normal vorticity W  mentioned earlier, the pump inlet has a 20 deg incidence near the
is the relative velocity, an€ is the rotor speedR’ is the radius shell and—37 deg near the core. An inlet flow separation prob-

1
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s oess Fig- 6 Tptal velocity vectors of the pump passage flow at
7 o6 Speed ratio 0.6. (a) Pump mid-chord; (b) pump 3/4-chord; (c)
e o052 pump 4/4-chord.
5 0.558
4 0.524
3 0.490
1 ot 8(a)) causes this migration of shell flow towards core. This ac-

counts for the large radial inward flow observed on the pressure
side of the passage. The blockage effect of the inlet flow separa-
tion near the shell-pressure side is another reason for this mass
flow redistribution. The radial distribution of averaged relative
total velocity shows the same trend as the through flow velocity
(Fig. 4(b)). Similarly, the flow angle has become nearly uniform
(Fig. 4(d)) at this location. This seems to indicate that the second-
ary flow, even though increases losses, has a beneficial effect in
reducing large variations in flow properties in the spanwise direc-
ably exists on the core suction side of the pump blade. The fluidtisn through intense mixing.
forced to move to the pressure side by the blockage effect of theThe absolute total pressure contours at the pump mid-chord
flow separation. Likewise, due to a high negative incidence nelacation are shown in Fig.(8). It is clear that the flow near the
the pump inlet on the shell side, an inlet flow separation probabépell has a higher pressure rise because of the higher rotating
exists on the shell pressure side of the blade. The fluid is trarspeed and larger radial pressure gradient. The lowest absolute
ported to the core along the pressure side by the blockage of theal pressure is found in the core-suction corner region. This is
flow separation. Hence, two major sources of secondary flow grartly because of the lowest static pressure and partly because of
the rotation and flow separation near the leading edge of ttiee highest flow losses in this corner. The relative total pressure
pump. loss parameter contours are shown in Fig(alOThe jet-wake

It is noticed that a large radial redistribution of mass, momeiflow structure can be easily seen in this figure. The difference in
tum and energy occurs inside the pump passage as the flihe loss parameter between the inlet and mid-chord represents the
progresses from the inlet to the mid-chord. The radial redistribfloew losses in the first half of the pump passage. It is noticed that
tion of averaged through flow velocity shows that only a smathe flow losses are low near the pressure side and high near the
velocity deficit exists near the shell at the mid-chord locatiéig.  suction side. The maximum loss is near the core-suction corner.
4(c)). However, a large through flow deficit is found near the cor€he core-suction wake flow has a larger loss due to the flow
at the inlet(Fig. 4(c)). It is believed that the secondary fldig. separation. The possible inlet flow separation on the core suction

Fig. 5 Static pressure contours of the pump passage flow at
speed ratio 0.6. (a) Pump mid-chord; (b) pump 3/4-chord; (c)
pump 4 /4-chord.

86 / Vol. 123, MARCH 2001 Transactions of the ASME

Downloaded 03 Jun 2010 to 171.66.16.149. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



Shell
e ST TS TSN
E 0.319
2 b T TN
B 0.287
0. ' - TN N\
) o AR
bl ST N N
8 0.232 \ \
e ' DR T 0.5
3 0.200 ) . —
T oo R A
S.S. - AN X
Core
(a) ()

“NwWAMON®OEDPDOOMT
e
>
o
R

(b)

“NWIMOONODOBPDDOODMT
o
3
-]
SN

Fig. 7 Through flow velocity contours of the pump passage

flow at speed ratio 0.6. (a) Pump mid-chord; (b) pump 3/4- Fig. 8 Secondary flow vectors of the pump passage flow at

chord; (c) pump 4/4-chord. speed ratio 0.6. (a) Pump mid-chord; (b) pump 3/4-chord; (c)
pump 4 /4-chord.

side of th_e pump blade is another reason for the high losses in Eﬁes observed at inlet. The static pressure gradaeii-to-corg
core-suction corner. The secondary flow vectors show that ti€e,ersed from inlet to mid-chord. Highest static and stagnation
cross section vglocﬂ{/tangentlal and radial velocitys very low pressure ris€Figs. 4a) and 11, respectivelyoccurs from the inlet
in the core-suction comer. o to the mid-chord. Furthermore, the largest losses occur near the
At the spegd ratio 0'6’. the rad'?' d'Str'b.lJt'on of .the MasSpg| region(Fig. 12. Part of these losses can be attributed to the
averaged static pressure is nearly linear, with the highest valye  -iion of low energy fluid from the core toward the shell due
occurring near the shell and the lowest ya!ue near the CEl_ga to the secondary flow. Most of the flow turning from mid-span to
4(a)). The absolute total pressure has a similar trgfid. 11). It is core region occurs from inlet to mid-chotBig. 4(d))
important to note that at the speed ratio 0.6, the first half of the ' '
pump passage has the m¢s6 percenttotal pressure rise of the Flow Field at the Pump 34-Chord. At the speed ratio 0.6,
pump. The radial distributions of the relative total pressure lo$ise static pressure distribution at pump 3/4-chord locatiig.
parameter are shown in Fig. 12. Only a small amount of flow lo&b)) has the same trend as that at the pump mid-chord location
(27 percentoccurs in the first half of the pump passage. (Fig. 5@)). The pressure near the shell is higher than the pressure
In summary, the flow field in the first half of the passdigdet near the core. Unlike the pump mid-chord, the radial pressure
to mid-chord has complex flow characteristics. The secondamyradient is larger than the tangential pressure gradient. Since the
flow and associated mixing reduces large variations in flow propump 3/4-chord location has a 49.5 deg angle with the pump shaft
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Fig. 9 Absolute total pressure contours of the pump passage Fig. 10 Pressure loss parameter (P;) contours of the pump
flow at speed ratio 0.6. (a) Pump mid-chord; (b) pump 3/4- passage flow at speed ratio 0.6. (&) Pump mid-chord; (b) pump
chord; (c) pump 4/4-chord. 3/4-chord; (c) Pump 4/4-chord.

side is only about 60 percent of that near the pressure side. The
(Fig. 1), the centrifugal force at this location is larger than that imelative total velocity vectors also show the same featfiig.
the pump mid-chord. Furthermore, most of the static pressure ré@®)); the velocity is high near the pressure side and core-pressure
due to flow turning occurs before this chordwise location. Theorner and low near the suction side. The strong secondary flow
passage-average static press(Fig. 4(a)) shows that the shell observed at the pump mid-chord is the direct reason for this flow
region has higher static pressure rise and the spanwise gradfeature. The fluid is transported from the suction side to the pres-
has increased from mid-chord to this location. As mentioned eaure side and from the shell-pressure corner to core-pressure cor-
lier, this is due to the centrifugal force. ner by the strong secondary flofig. 8a)).

The jet-wake flow structure is also present at the pump 3/4-The secondary flow at the pump 3/4-chord is still in the clock-
chord (Figs. b) and b)), which is enhanced by the upstreamwise direction(Fig. 8b)). The flow is highly underturned in most
secondary flow. No flow separation is found on the suction sidé the passage area, from the suction side to the pressure side. The
(Fig. 7(b)). The size and the location of the wake region can bedial inward flow is still found near the pressure side. Moreover,
clearly seen from the through flow velocity contoyfsg. 7(b)) a weak radial inward flow is observed near the suction side and a
and relative total pressure loss parameter conttkigs 10b)). radial outward flow is observed in the middle of the passage. The

The most important feature of the flow field at the pump 3/4easons for this secondary flow were explained earlier. The pump
chord is the mass flow concentration on the pressure side of B/d-chord plane has a 49.5 deg angle with the pump $Raft 1).
passagdFig. 7(b)). The through flow velocity near the suctionThe magnitude of the tangential component of the Coriolis force
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o Inkt v et v it and this is caused by centrifugal forces and not flow turning. But, .
e yac o yac o yac substantial pressure losses are observed near the shell region. This
1 Exit o Exit == Exit is again due to transport of mass, momentum, and energy by the
f smeos SPONl | sh-oe SPe  sas secondary flow
0.9F a ¢ £ 0.9 :
03'} 1t : °8§' Flow Field at the Pump 44-Chord. At the speed ratio 0.6,
0.7F 5 ﬁ " o7F the static pressure contoutfig. 5(c)) and the mass-averaged
o.ef = osf static pressure distributiaffrig. 4(a)) at the pump 4/4-chord show
Zosf E ‘ fr ; o0.sE that the static pressure gradient in the tangential direction is neg-
o4k 1 ; E | - 0.4 ligible and the radial gradient is substantial. The measurement
o T o3k T osf plane at the pump 4/4-chord is a radial plane, perpendicular to the
E I E | 3 axis of the pump shaftFig. 1). The flow is dominated by radial
0.2 1 0.2~ i 0.2~ . . .
E Ll - F - ' F pressure gradient, mainly caused by the centrifugal force. The
PE- 0 eom| Yool °F static pressure rise from 3/4-chord to 4/4-chord is very small com-
o oz(P‘:)ea °01(P2°) % pared to other locations. Furthermore, the static pressure rise in

the first half of the flow path is nearly double the static pressure
Fig. 11 Radial distribution of mass averaged absolute total rise from th_e mid-chord tp the tralllng edge.

pressure of the pump flow The relative total velocity vector@ig. 6(c)) show that the flow
field at the pump 4/4-chord still exhibits the jet-wake flow struc-
ture. The size and location of the wake flow can be clearly seen

is smaller than that at the pump mid-chord because of the smalffédm the axial velocity contourgFig. 7(c)) and the relative pres-
absolute radial velocity component. The influence of the Coriolfiire loss parameter contoufsg. 10(c)), but is not as strong as
force has less dominant influence on the secondary flow at tf@se observed at 3/4-chord. The jet-wake flow structure domi-
pump 3/4-chord than that at the pump mid-chord. nates the flow field in the second halfOf pump passage. It is
The absolute stagnation pressure shown in Fig. 9 indicates tR&hanced by the strong secondary flow in the pump passage.
the pressure rise is highest in the shell region and lowest in thelt is important to note that the secondary flow changes the di-
core-suction corner. The spanwise distribution of average stagfi@ction of the rotation(Fig. 8b) and &c)). A counter-clockwise
tion pressure rise is nearly linear in the spanwise directiig. secondary flow is observed at the pump 4/4-chord. The flow is
11). radial inward on the suction side and radial outward on the pres-
The relative total pressure loss parameter contours show tBgte side. This is much clearer in the data acquired with a station-
the flow losses are concentrated near the passage suction &iyeprobe at the pump exi#]. The causes of this secondary flow
(Fig. 1ab)). The contours are approximately in the radial direcwere explained earlier.
tion. The value of the loss parameter in the “wake” flow is much Lakshminarayang8] provided an analysis of the relative order
lower than that in the “jet” flow. The flow near the pressure sid®f magnitude of the meridional curvature effect and the rotation
is more efficient. The relative total pressure loss parameteffect in the generation of secondary flow. The ratio of the last
reaches the highest value near the core-pressure corner, indicating terms in Eq.(9) can be written approximately a&/R’(},
lowest losses. Compared with the loss parameter contours at figere R’ is the principal radius of curvature of the relative
pump mid-chordFig. 10@)), it is found that the high value region streamline. IfW is approximated agr, this ratio is equal to
has been transported from the shell-pressure corner to the cqiR’. Hence, secondary flow due to meridional curvature domi-
pressure corner due to the radial transport of the secondary flQytes if the (/R’) is large, the rotation dominates the secondary
The high loss region near the suction-core comer has increasggly development if this ratio is small. For the torque converter
substantially from the m|d-ch_ord_ to _the 3/4-cho_rd. pump, the passage curvatiRéis about the same from the inlet to
hlnrdsymmarg/athet ﬂO\t’;’ ;edlstrlbﬁgop ';lrom _rlf"'h'd'ChO:d totﬁrm'th exit. In the first half of the passagelet to mid-chord, r is
?IO\C/)V allsdat%?éll vglicic;igs c;rg i?gr?er ?eyarc;\t?é co?ea;/hear?%ﬁe sﬁ all and the ratio/R’ is small. The pump rotation has a domi-
: ? . ant effect in the generation of secondary flow. In the second half
and the flow turning from the mid-chord to the 3/4-chord is muc . ; A
smaller than that which occurs between the leading edge and c?&_the passagémid-chord Fo_exﬁ, ris large and the ratio/R" is
'ge. The passage meridional curvature probably has a larger

chord. In spite of this, an appreciable static and stagnation pr - -
sure rise occurs between these two locatitfigs. 4a) and 13, teiofﬁct than the rotation; hence, the secondary flow reverses direc-

As the flow path changes from the radiat the mid-chor@ito
the axial direction(at the 4/4-chorg the Coriolis force changes

—a— Inlet —=—— Inlet ——— . . . . . . . .
—— 7. T Jac — direction from the tangential direction to the radial direction.
—e— 3/4C ——e— 3/4C —— . . .

e B - e However, since the pump exit blade angle is only 10 deg, the
' sn Shell E 1 relative tangential velocity component is very small. The magni-
E =0.8 F SR=0.0 . . . .
o9f - o9f- 0.9 tude of the Coriolis force is also small at or near the exit, and is
o8f I/ o8f : 08 I much less than that at the pump mid-chord and 3/4-chord. Hence,

2 E 4 i

the Coriolis force is not the cause of the secondary flow at the
pump 4/4-chord.

As the pump blade has only a 12.7 deg turning angle from the
3/4-chord to the 4/4-chord, hence the turning would not cause a
dramatic change in the secondary flow. The secondary flow
caused by the blade turning should result in overturning near the
two end-walls. Only a small overturning is found near the shell.
Hence, the pump blade turning angle between 3/4-chord and 4/4-
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o Foittcare] B g SO chord is not a contributor to the secondary flow. At the pump
R e T T al easpur e Appu?® ™ 4/4-chord, the relative rotation eddy is in the clockwise direction.
However, the secondary flow is in the counter-clockwise direc-
Fig. 12 Radial distribution of mass averaged relative total tion. This means the relative eddy is not the cause of this second-
pressure loss parameter of the pump flow ary flow.
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It is clear that the secondary flow pattern in the first half of th o8
pump passage depends mainly on the pump inlet flow conditit 4 45
and rotation effect. In the second half, the secondary flow
mainly affected by the rotation effect and the torus curvature €&
fect. It is very difficult to show such complex three-dimensionegp o.s
secondary flow pattern in one illustration. However, the velocit2
vectors at three cross sectioffég. 8 do show the main features. £

The relative total pressure loss parameter contours at the pu§ 25
4/4-chord are shown in Fig. 1€). The flow loss contour is con- 5 o2
sistent with the presence of the jet-wake flow. It is noted that tt&
loss in the wake region has been transported from the blade sg °'®
tion side at the 3/4-chord to the core at the 4/4-chord. This 2 o
caused by the radial inward secondary flow along the suction sic
When comparing the radial distribution of the mass-averaged flc :
loss parameter at different pump sectigRig. 12), it is clear that —or o5 o255 o6 o7 o8 0s
higher losses are found near the core from the mid-chord to t... Speed Ratio
4/4-chord. It is believed that the core-suction wake flow is th'(_e_ .
main reason for this loss. ig. 13 Normalized mass average total pressure loss across

. = . elements versus speed ratio

The radial distribution of the mass-averaged static pressure

shows that the pump 4/4-chord has the largest radial pressure

gradient in all pump measurement sectidigy. 4(a)). This is ) . .
mainly because the 4/4-chord is a radial plane and it has the Iz%iems in performance can be gained through proper matching of

o
»
¢

Pump
Turbin
Stator:

ron
®

o
2]
]

Rl aaanranasi s s

»

0.05

o

of
“

est radius, the centrifugal force has the highest value. The ra mp-turbine and stator, and by redesigning the turbine and stator

distribution of the mass-averaged relative flow yaw angle is nearly reduce losses.
linear. This means that the deviation angle, which is exit blade )
angle (10 deg minus the relative flow angle, also has a lineafonclusions

distribution of 4.5 deg at the shell and 12.2 deg at the ¢Big. The following conclusions are drawn from this investigation:

4(d)).

@) 1 A rotating high-frequency response five-hole probe system

Effect of Speed Ratio. At the speed ratio 0.8, the flow field has been successfully designed, fabricated, and used in the present

inside the pump passage is very similar to that at the speed ra@gearch. The electronic noise of this system is small. The accu-
0.6, because of the similar pump inlstator exij flow structure racy of the flow measurement is about the same as that in the
[4]. The jet-wake flow structure dominates the pump passagtionary frame.
flow. The secondary flow is even stronger, it also changes the2 The most significant feature of the pump inlet flow is the
direction of the rotation from 3/4-chord to 4/4-chord. The radiakxial velocity deficit near the core, caused by the secondary flow
distributions of the absolute total pressifég. 11) and the rela- and the axial velocity deficit at the stator exit. At the speed ratio
tive total pressure loss parametBig. 12) are also very similar to 0.6, the pump inlet has a 52 deg incidence angle variation along
those of the speed ratio 0.6. The first half of the passage has the blade span.

most of the total pressure ri§@3 percent and the second half of 3 A strong secondary flow is found to dominate the flow struc-
the passage has the most of the flow |0$§Qg)ercem However, ture at the pump mid‘ChOrd: The Coriolis force and the direct
the axial velocity deficit near the core is redud®ity. 4b)). Un-  €ffect of rotation are the main causes for the secondary flow. A
like the speed ratio 0.6, the pump inlet flow has a positive inciarge radial transport of mass flow is observed in the first half of
dence. The relative flow yaw angles are 39 deg at the shell and'§§ PUmp passage due to the secondary flow. _
deg at the coréFig. 4(d)). The jet-wake flow structure inside the, 4 The flow field at the pump 3/4-chord location is dominated
pump passage becomes stronigardue to the enlarged inlet flow by the mass_ﬂow concentration on the pressure side. The Jet-wa_lke
separation on the blade suction side. flow pattern is enhanced by the upstream secondary flow. Relative

At the speed ratio 0.065, the first half of the pump passage H}j{'gh flow losses are found in the core-suction corner between the

a considerable deviation as compared to that at the speed ratiot'5 P mid-chord and 3/4-chord.

. ! - The flow field measured at the pump 4/4-chord location us-
because of the dramatic change of pump ir&ator exii flow . . TR .
condition (Fig. 4). It has a—41.6gdeg ir?cidepncme ang[ﬂow)com- ing the rotating probe is similar to that measured at the pump exit

) ; . ) . ; downstream location using the stationary high-frequency response
ing towards the suction sigieThe inlet flow separation SWItCheSl‘ive-hole probe. The mass flow concentration on the pressure side
to the pressure side Of. th? blade. At the pump mid-chord, a V&Y the passage still dominates the flow field because of the up-
low through flow velocity is observed near the pressure Eide

. . stream secondary flow. Low kinetic energy fluid is found in the
The jet-wake flow structure is much weaker at the speed rafig,e_syction corn)(/ar. 4

0.065. The secondary flow is still very strong, and the radial andg The secondary flow changes the direction of circulation from
tangential transport of mass flow is also very strdh@. 4(C)).  the pump 3/4-chord to the pump 4/4-chord, mainly caused by the
Most of the total pressure ri85 percentis accomplished in the torys meridional curvature and the flow concentration near the
first half of the pump passage. pressure side.

The mass-averaged and area-averaged total pressure l0ss of The first half of the passage has the most total and static
each element is shown in Fig. 13. These losses are based Onljfﬁsure rise and the second Hatid-chord to exit has the most
stationary probe data at the exit. At the peak efficiency conditiopsses.
the stator flow has the highest total pressure loss. This is believed
mainly due to the positive incidence at the stator inlet. An im-
proved design of the stator flow will improve the peak efficiencf\cknowledgments
of the torque converter. At the design condition and other low- This project was sponsored by the Powertrain Division of the
speed ratio conditions, the turbine flow has the highest total preSeneral Motors Corporation with D. G. Maddock as the technical
sure loss. Thus, an improvement in turbine flow field would leashonitor. The authors wish to express their acknowledgment to
to increased torque converter efficiency. Hence, major improvik. Donald G. Maddock for his support, encouragement, and as-

90 / Vol. 123, MARCH 2001 Transactions of the ASME

Downloaded 03 Jun 2010 to 171.66.16.149. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



sistance. The probe traversing mechanisms and test sections were W, =
designed by Mr. Maddock. Assistance by J. Burningham in the

data acquisition is also acknowledged.

Nomenclature

D
fos
fis

fpump
stator
fturb

Po.(Po)a
Popv(PO)p
P

1
P.S.
SR
S.S.
U

diameter of torque converté245 mm)

pump shaft frequencyn(,/60)

turbine shaft frequencyn¢/60)

pump blade passing frequenc (< f,)

stator blade passing frequency

turbine blade passing frequenci(x f,)

probe radial height, mm

blade height, mm

relative radial location

incidence angle

pump rotating speed, rpm

turbine rotating speed, rpm

number of pump blad€32 in this paper
number of turbine blad€36 in this paper
static pressure

absolute stagnation pressure

relative stagnation pressure in rotating frame
relative total pressure loss paramefeq. (7))
pressure side of the passage

speed ration;/n,

suction side of the passage

pump blade tip rotating speed

absolute velocity

relative normal velocitythrough flow velocity,
Fig. 1(b)

relative bi-normal velocity(Fig. 1(b))

relative total velocity

secondary flow velocity in relative fram&g. (3))

Journal of Fluids Engineering

relative tangential velocity
a, = relative flow pitch anglécore-to-shell direction
in pump rotating frame

Bp = relative flow yaw angldblade-to-blade direction
in pump rotating frame
6 = deviation angle
p = oil density, kg/nt
Subscripts
r,6,z = components in the radial, tangential and axial lo-
cations(Fig. 1(b))
ref = reference velocityEq. (1))
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1 Introduction sis here is not restricted only to the piezoelectric pump and it is
valid for any type of reciprocal motion applied to the valve-less

A piezoelectric valve-less pump is an attractive device to mp assembly.

used as a micro pump for law flow rates. The pump converts the
re_ciprocating m_otion qf a d_iaphragm activated by_ a piez_oelectr'f Pump Model
disk to a pumping action similarly to the conventional piston re-
ciprocating pumps(Shuchi and Esashil]). The conventional 2.1 The Natural Frequency of the Piezoelectric Pump. A
valves that direct the flow from low pressure to high pressure asehematic configuration of a single chamber piezoelectric pump is
replaced here with nozzle/diffuser elements that have a prefershown in Fig. 1. The performance of the pump is based on the
tial flow direction. That is, the resistance to flow is higher in onanique quality of the “diffuser nozzles” to have lower resistance
direction than in the other direction. Thus, a pump can be cofer flow from left to right (in the figure than from right to left.
structed utilizing these nozzles instead of conventional valv€onsequently, a reciprocating piezoelectric disc motion results in
thereby eliminating moving parts that are not easy to construathet flow from left to right and can be used to pump fluid from a
especially for very small pump assembly. Several papers wdeaver inlet pressurd®;, to a higher outlet pressur,,.
published recently on the design and fabrication of such micro- The piezoelectric pump works best near the natural frequency
pumps by various etching technologi@erlach et al[2], Olsson of the pump(Stemme and Stemnjé]). This natural frequency is
et al.[3], Heschell et al[4] and Olsson et a[.5]). greatly affected by the liquid in the pump, in the nozzles and in

A simple analytic model to predict the maximum fldat zero the leading inlet and outlet pipes and it is much lower than the
pump pressujeand the maximum pump pressui@ zero pump hatural frequency of the disk/piezoelectric device assembly with-
flow) was presented by Stemme and co-workégemme and out the liquid. _
Stemme[6], Olsson et al[7]). The model is based on the conti- For the purpose of calculating the natural frequency we use a
nuity consideration and requires an input of the pumping merf?ass spring analogy to represent the systgimilarly to Olsson
brane displacement volume and frequency. The analysis using 8él-[7]). The spring is presented by the elastic properties of the
continuity equation was extendetlimann [8]) to predict the diaphragm and the piezoelectric element and the mass by the dia-
temporal pressure and output flow rate during a single cycle BRragm mass and the effective mass of the fluid in the pumping
pumping and the overallntegrated pressure behavide.g., flow chamber, the nozzles and the inlet and outlet tubes. The piezoelec-
rate versus pressyref the pump. However, the performancelf'C PUMP chamber is considered as a cylinder that contains
which is based on the kinematic knowledge of the displacemef&ss of liquid(see Fig. 2 The two nozzles are represented by
is limited in its realistic simulation since it lacks the ability tofWO short pipes with a constant diameter, which is the average of
follow the true dynamic behavior of the pump and its response {t nozzles’ variable diameter. Each nozzle contains a mass of
a function of the piezoelectric driving frequency. A lumped mas€luid my. The leading inlet and outlet pipes contaim, and
model was recently presented by Olsson ef@il, which is based M2 masses of liquid. The piezoelectric membrane device, com-
on subdivision of the complete pump into lumped mass elements
with simple analytic relations between them. The resonance fre-
guency of the pump is estimated via a spring—mass analogy & Patm
a simulation of the pump performance was presented. .

In this work, a dynamic model is presented, which is simple Fsin(wt)
and different in many details than that of Olsson eff@]. New
experimental data for the pump behavior with frequency and tl

pump performance is included. P
Although valve-less pump is usually associated with the piez 5‘“

electric way of activating reciprocal motion, obviously the analy Qq 2

y g p y }‘_> 1 b (| /_>
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tor: J. Katz. Fig. 1 Schematic valve-less pump structure
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L—p X The Kinetic energy of the Piezoelectric disk and the liquid is
| (see Fig. 2
[}
! m 1 o1 [KyAp - ]2 1 [KyAp -
1 MN P1 Eq== KpmpX2+ = m, | —2 X +2><—mN[ VD
mp 2 2 AL 2 2AN
1
I 1 KyAp - 1?2 1 KyAp - ]?
m m 1 VAD VAD
L P2 +=Mpy| =— X| + sMpy| 57— 7
L e i 2 Pl 2A0, 2 "2 2Ap, )
| | ,' ! Equation(7) shows that the kinetic energy can be expressed in
1 1 1 1 h f .
11 1 1 1 the form:
1 ! P Ly | 1 ~
I . > . Ee=3MX? ®)
Lot L, 1oLy i L } : .
.D}l —-p 'ld—NN < P1 > whereM is the equivalent mass
s - 1 1
ApKy|? ApKy|?
Fig. 2 The valve-less pump, schematic description for the cal- M=Kpmp+m,| ——| +2my 2A
: L N
culation of the natural frequency
ApKy|? ApKy|?
+ [ [
mPl 2AP1 mPZ 2AP2 (9)

posed of a stainless-steel disk or any other metal substrate, om Egs.(6) and(7) the liquid displacement and velocity is given
which the piezoelectric device is glued, is considered as ;g erms of the maximum deflectiod and X. Due to continuity
clamped or a supported digkwo options. The driving voltage on ¢onsiderations, the velocities in the nozzles and the leading pipes

the_ piezoelectric device is a_ssumed_ to be converted_ into for(:%e Fig. 2are determined by the ratio of the areas of the nozzles,
acting on the center of the disk. It will cause a deflection of th v, (or pipes,Ap) and the area of the disi,. However, an

disk as follows(Timoshenkd 10]): additional correction should be made sinkeis the maximum
For a clamped disk the deflection is central deflection, the volumetric displacement is less tAgn
Frz X X. This is done by the correction coefficiey , thus, the volu-
=g oMNg* m(Rz— r?) (18)  metric rate displacement = Ay X XX K, where
wherex is the local deflectionR the disk radiusD the flexural K _f§x27rrdr 10
rigidity, r is the local radius ané is the central force applied at VT T X R (10)

the center of the disk. For a supported disk:

Using Eg.(1) we obtain
Frz r F 3+v

= n=+——= R2—r2 1b 1
““8aD "R Ter0 Lo N ) Kv=2f [2y2Ln(y)+(1-y?)lydy

where 0

EL3 =4[0.25/°—0.187%*+0.25/*Ln(y)]3=0.25 (1%h)

D
D= 12(1—1?) 2 fora clamped disk and

E is the Young modulus of elasticity,is the Poisson’s ratio, and B 1 ) o B
Lp is the disk thickens. Substituting far=0.3 yields, for the KV_ZJ’O 553840 L") (1-y9) ydy=0.4 (1)

central disk deflectiorX,
5 for a supported disk wherg=r/R.
_ 0.21R = (3a) A similar correction is required for the term of the disk’s ki-
EL% netic energy in Eq(7). The kinetic energy of the disk is the sum
(integra) of its local kinetic energy. Thus, the kinetic energy of
the disk with reference to the central deflection velocity is ex-
0.55R? pressed by Eq12).
= (3b)

EL] 1. 1 :
EK DY dem: = KDmDX2 (12)
w2 2
This equation defines the coefficieht , which is a correction
factor for the mass of the diskhat contains the piezoelectric
E=—kX (4) device.
Using Egs.(1a) and(1b) yields, for the clamped disk:

for a clamped disk, or

for a supported disk.
Equation(3) shows that the disk acts as an elastic spring with
spring coefficienk

where
1
EL3 KDzzf [2y?Ln(y)+(1—-y?)]?ydy=0.13  (1%)
T 021R? (52) 0
for a clamed disk and and for the supported disk:
1 2 2
EL3 _ _c 2 2 _
k= - 5522 (5b) Kp 210{2.53846)/ Ln(y)+(1-y°)| ydy=0.235

(130)

As for a spring-mass system the sum of the kinetic energy and
the potential energy is constant, equal to the maximum potential
Ep= 3k X? (6) energy when the central deflectidhis maximal. Thus,

for a supported disk.
The potential energy of the disk is therefore
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IMX2+ 3kX?= 1Kk 0 (14) Q,=—C \P_P,

(24)
that yields the following differential equation: Q,=Cy\VP—Pyy
. k Mass balance requires that:
X+ \/ = VX2 0= X2=0 (15) :
M Q- Qi=V (25)
Solution of this equation yields: WhereV:XADKV.
\/? SubstitutingQ, andQ, into (25) yields:
X=XmaxCOq iyt (16) CyP—Pout CLVP—Pp=V (26)
Thus, the natural frequency of the system is: Equation(26) is solved forP to yield
K CuV—C(Ci—cHap+v2|?
M P=Poyt 2 __~2 (27)
fi= ( 7) (CH CL)
° om whereAP=P,,—Pj,.

2.2 Dynamic Pump Performance. The general dynamic 1he range of P>P,>P;, takes place whenV
pump performance can be calculated from a complete differentalCLvVPou— Pin (EQ. 26
equation that includes the piezoelectric force and the pressurd0r P<Piy<Pg

forces on both sides of the disk. The piezoelectric device is as- _ b _p
sumed to produce a sinusoidal force of amplituglg,, on the Qu=CuvPin—P (28)
clamped/supported disk center, thus, Q,=—C_Pou—P

d2x Substituting into Eq(25) the solution forP is:

M Sz =FampSin(0t) —kX—(P—Pan)AoKp  (18) . ,
CLV+CyV(CE—C?AP+V2
The constanK p is a correction factor that converts the continu- P=Pou— (c2—c?) (29)
ous pressure forceP(— P, to a central force, thus oot

This range of P<P, <P, takes place when V

K= ominuons (19) <= Ci\Pou Py (EGS.(25), (28)
xcentral For Pin<P<P0ul
For a clamped disk and a central foréeis given by Eq.(3a). Q,=-C_\JP-P,
For a continuous forceX is given by(Timoshenkd 10]), ' - " (30)
0171PR* Q2=—C_VPou—P
X= B (20a) and the solution foP is:
D .
- 1v 1 [1 117
that yleldst~025 ) ] P= Pout_ - _CEAP_ _V21| (31)
For a supported disk and a central for¥ds given by Eq.(3b). 2C. CL V2 4
For a continuous forceX is The range ofP,,<P<P,, takes place when-C Po,—Pp
0.696PR* <V<C_/Pou~Pin-
=TI (200) The expression foP is substituted into Eq(18), which is in-
D

tegrated numerically to yield the displacemehand the pressure
which yieldsKp~0.40. Note thaKp is equal toK,,. This can be P as a function of time. Onc® is obtained, the temporal flow
easily verified by comparing the work done by a uniform forceatesQ, andQ, can be calculated and the average inlet and outlet

with the work of a central force. flow rates are obtained by the numerical integratiorQgfor Q,
The pressure loss in the nozzle is conventionally expressedduring one pumping cycle after reaching a periodic “steady
terms of a loss coefficierK as(Stemme and Stemnié)), state” at timet
AP=1Kp U? 21 — 1 [ter
2o D Qo | Quat (32)
t

whereU is the velocity at the throat of the nozzle. This can be

written in the form: where 7 is the cycle time. Obviouslyslzaz.

Q=CVAP (22)
whereQ is the flow rate, equals t& X A, and C, the conduc- .
tivity coefficient is: 3 Experimental
Anin 3.1 Test Device and Experimental Setup. An experimen-
C= (23) tal pump was assembled as shown in Fig. 3. The pump has the

7 /%KPL following parameters:
The loss coefficient& and K, were obtained using simple

Anin is the minimum nozzle cross sectional arghe throat steady-state “static” experiments. Namely, allowing flow of wa-
area. The loss coefficienK is low for the flow from left to right ter by gravity through the valves in one direction and then in the
and high from right to left(see Fig. 1L C is just the opposite. opposite direction and measuring the hydrostatic head and the
Based on the above relations, the pressure in the pump’s chamfflewy rate. The values oK, andK, are average values. The de-

P, can be expressed as a function of the conductivity coefficientgndence of the loss coefficient on the Reynolds number was
the central disk deflection, and the inlet and outlet pressures. relatively weak and the use of constant values seems to be a
For P>P, . >Pi, reasonable engineering approach.
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Two sets of experiments were conducted both for 100 vol 1400 }

driving voltage. The first is a set where the flow output was re
corded as a function of the driving frequency for the case of ze
pressure difference?,,= Pin=Pam - In the second set of experi-
ments, the maximum pressure differené®, (— P;,) at the limit

of the pumping action was measured. Namely, the pressure diff

ence at the point where the output flow rate is zero.

3.2 Experimental Results. The results of this experiment
are shown in Figs. 4 and 5. The comparison of the theoretic 400"
model with the experiments is not completely independent ai
some of the parameters used in the modeling have to be calibra

based on the experimental results. ‘ ’ , ; ;
In the model the membrane disk is considered as it is compos 0 100 200 300 400 500 600 700

of a single material. In practice, the membrane is composed of t f(Hz)

piezoelectric device attached to a stainless steel disk. A theoretica

way for calculating the effective Young modulus is beyond thejg 5 paximum pressure against the driving frequency, com-

scope of this work. The effective Young modulus in the curretyarison with experiments

experiments is obtained by recording the natural frequency of an

empty pump. Thus, the first model calibration was done by match-

ing the calculated natural frequency of the disk with the frequency

of an empty pump by adjustment of the Young modulus. T
experimental natural frequency was about 16500 Hz and tl
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Fig. 3 Detailed design of the piezoelectric valve
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Fig. 4 Flow rate against the driving frequency, comparison
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‘Qung modulus that gives this value is=EL3.0x 10°°Pa. This
value, by the way, is very close to the average of the stainless
steel Modulus and the Young modulus of the piezoelectric ce-
ramic material. Note also that in this work we presented two basic
arrangements of disk attachments to the pump, namely a sup-
ported disk and a clamped disk. Based on the experimental results
we found that the supported disk better fits our experimental data.
Nevertheless, for the sake of generality we do include these two
options in the analysis.

The theoretical natural frequency of the pump with water, using
Eq. (17) with the aforementioned Young modulus and the param-
eters reported in Table 1, is 550 Hz, which corresponds very
closely to the experimental results. The natural frequency of the
pump with the fluids is much lower than the natural frequency in
free air.

As one can observe from E), the equivalent mass of the
system is comprised of the mass of the membrane, the mass of the
liquid in the chambefboth of which can be neglectedhe mass
of the fluid in the nozzles and the leading pipes multiplied by the
cross sectional area ratio squared. Obviously, the effect of the
mass is to lower the natural frequency. The main contribution to
this is the mass of the liquid in the nozzles that moves with the
highest velocity and acceleration due to the very low cross-
sectional area of the nozzles as also reported by Olsson [&f.al.

As we do not have a way to translate the driving voltage into a
driving force acting on the membrane we had to obtain this force
by calibrating the model using a single experimental result. This
was done by matching the central force amplitude to obtain about
the same flow rate as the experimental one, at the natural fre-

Table 1 Pump parameters

Disk (membrang material —stainless steel
Disk diameter —10 mm

Disk thickness —0.15 mm

Disk density —7850 kg/mi
Disk Young elastic modulus —19.0x 10°Pa
Piezoelectric device diameter -8 mm
Piezoelectric device thickness —0.25 mm
Piezoelectric Young modulus —6.6X109%Pa
Chamber diameter —10 mm (equal to disk diametgr
Chamber depth —0.20 mm
Liquid density (watep —1000 kg/nt
Nozzles length —4.2 mm
Nozzles average diameter —0.29 mm
Nozzles minimum diameter —0.15 mm
Diameter of inlet and outlet pipes  —1.8 mm
Length of inlet and outlet pipes, about100 mm

High loss coefficient —-Ky=0.8

Low loss coefficient —-K. =04
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Fig. 8 Pump performance, comparison with experiment,

Fig. 6 Pump performance, theoretical Stemme and Stemme  [6] Model B

quency. The value oF ,,,=1.4 N was found to be valid for this one. The amplitude for this case is, however, very low. The initial
case. The theoretical prediction of this force is also beyond tisendition for all cases is zero for both the deflection and the
scope of this work. velocity. As one can observe, a periodical steady state is achieved
With these two adjustments, that are the Young modulus E aafter a short time of the order of a few periods of the natural
the force amplitudé= ., the theory can now be used. The comfrequency.
parison between the experiments and the predicted flow rates and
maximum pressure as a function of the driving frequency is 3.3 Comparison With Previous Experimental Results
shown in Figs. 4 and 5. The comparison is excellent for the flokigures 8 and 9 show the comparison of the theoretical model
rate at zero pressure difference and it is satisfactory for the magrediction with the experimental results obtained by Stemme and
mum pressurézero flow rate. Stemm¢ 6] for two models of pumps, models A and B. The pump
Note that, since it was shown befof®Isson et al.[7] and dimensions and required input variables were taken from Stemme
Ullmann [8]) that the flow rate versus pressure is very close toand Stemme[6] and Olsson et al[9]. Two adjustments were
linear line, one can draw the anticipated performance for the difiade in this comparison. The first adjustment is of the Young
ferent frequencies as shown in Fig. 6. As can be observed, thedulus to obtain the experimental natural frequency of model B
maximum pump performance is obtained at the calculated ress- 310 Hz. The result obtained for the Young modulus is E
nance frequency. =11.5<10'°Pa. The second adjustment is of the force amplitude
Figure 7 shows the calculated variation with time of the centrgb that the flow rateQ for zero pressure difference is the same as
membrane deflectiotiEq. (18)) for three different driving fre- in the experiments. With these two adjustments the theoretical
guencies, 50, 550, and 2000 Hz. The amplitude is normalized wittiodel was used to predict the maximum pressure at zero flow rate
respect to the static amplitudeXf,), that is with respect to the and the amplitude of the membrane center. The performance
central displacement subject to a constant force equals,ig.  curve,Q versusAP, as mentioned above, can be approximated as
The time is normalized with respect to the time period of ong straight line connecting the pointsP=0 and atQ=0. Figure
natural cycle. The natural frequencyfig=550, and, as expected8 is a comparison of the theory with the results for model B,
the amplitude is maximal when the driving frequency is identicathere the marks are the experimental results. Obviously, the ex-
to the natural frequency. For the case of 50 Hz one can cleaggrimental data coincide with the theory/sP=0. The results at
observe the super imposed natural frequency of 550 Hz on the §8-0 matched quite close the experimental data except for the
Hz driving frequency. For the case of driving frequency of 2008ase offF ,,,=0.19N. This is probably an anomaly of the experi-
Hz we can observe an imposed 550 Hz just at the beginning. Aental results since this case yields a slope that is contrary to the
some later time the driving frequency of 2000 Hz is the dominamtends of the other curves. Note also that Olsson ef9l.ob-
served this anomaly.

5 0 4";‘7““‘!&. ﬁ"n ,/“‘ ‘M“ “ ‘ i ;;%iﬁg/m

AT i+

-2 1
0.5
-3 } t } 04 : ‘ *
0 5 ]0 15 20 1 1.05 11 Li5 12 125
P [atm]
tit,
Fig. 9 Pump performance, comparison with experiment,
Fig. 7 Central amplitude of the piezoelectric membrane Stemme and Stemme [6] Model A
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Table 2 Membrane deflection amplitude  (um), Model B
Famp=0.19N Famp=1.2N Famp=2.0N Famp=2.5N
Experimental 5.6 8.2 11.3 13
Theory atAP=0 4.33 11.30 14.23 15.98
Theory atQ=0 3.93 9.12 11.07 12.06
Table 3 Membrane deflection amplitude  (um), Model A
Famp=1.1N Famp=2.4N Famp=4.1N Famp=5.7N Famp=7.5N
Experimental 4.8 7.2 9.2 11 125
Theory atAP=0 4.43 6.63 8.82 10.44 12.04
Theory atQ=0 3.15 3.82 3.90 3.62 3.00
The results for the membrane deflection amplitude are pre- D = flexural rigidity
sented in Table 2. The experimental results are given as a single E = Young modulus
number. Our analysis shows a difference for the casg-eD and E, = potential energy
the case oA P=0. As can be seen, the theoretical results are quite Ex = kinetic energy
close to the experimerimuch closer than those reported by the f = frequency
model presented by Olsson et (). fo = natural frequency
Figure 9 is our comparison with the experimental results for F = force
model A pump. Note that since we used for model A the same k = spring constant
value of the Young modulus, the natural frequency is not an ad- K = loss coefficient
justed value. Thus, the model predicted a natural frequdgcy Ky KL = high and low loss coefficients
=138 Hz instead of the experimental 110 Hz. The discrepancy is Ky = volumetric correction factor
considered acceptable for our approximate md@dete again that Kp = disk mass correction factor
Olsson et al[9] got 165 Hz in their calculations and used a fre- Kp = correction factor for the pressure force
quency of 160 Hz in the simulatipnFollowing the same proce- L = length
dure as before, Fig. 9 yields the performance curves and Table 3 m = mass
the deflection amplitude. The agreement of the model with the M = equivalent mass
data is quite good. P = pressure
Q = flow rate
4  Summary and Conclusions r = radial coordinate
. . R = disk radius
In the present work a dynamic model is developed capable of t = time
predicting the performance of the piezoelectric valve-less pump as U = velocity at the nozzle throat
a function of the frequency. V = volume
It is shown that the natural frequency of the pump with water is % = local deflection
much less than the natural frequency in air. This is primarily due X = central deflection
to the high virtual mass of the liquid in the nozzles that results y = IR
from the high acceleration in the nozzle throat. vV = volume
The piezoelectric element is assumed to act as a central periodic » — Poisson’s ratio
force on the membrane center. Two options are considered for the — densi
. . : p ensity
disk (1) a clamped disk an¢?) a supported disk. The supported _
. S X o = angular frequency
disk approximation seems to yield better results when compared 7 = cycle time

with experimental data.
Two empirical adjustments are used here in the application 8fibscripts and Superscripts

this model(1) The equivalent Young modulus of the membrane amp = amplitude

disk assembly an®?) The amplitude of the central cyclic force. atm = atmosphere

The equivalent Young modulus is obtained by a single test of the central = based on a central load model.

natural frequency of the membrane assembly. The conversion @ntinuous= based on a continuous load model.

the voltage applied to the piezoelectric disk into a central force is D = disk
obtained by matching the pump output at one operational point. H = high

An experimental pump was built and tested. Data of flow rate in = atinlet
and maximum pressure were plotted versus frequency. The agree- L = liquid, also low
ment between the experiment and the theory was quite good. In N = nozzle
addition, comparison with previous work shows good agreement out = at outlet
with the results of the present model. = pipe

It is demonstrated that, in spite of the complexity of the physi- sta = static

cal behavior of the valve-less pump, the simplified model pre-
sented here, predicts many of the true features of the valve-less
pump behavior and can be employed as a useful design tool. References
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Some Aspects of the
pavid kefirey’ N Aerodynamics of Gurney Flaps
xinzhang® | 0N @ Double-Element Wing

Professor in Aerodynamics

School of Enginesring Sciences, Gurney flaps of differgnt heights have been fitted to a generip double-element wing, and
University of Southampton, the effects at two typical fla_p angles have beer_1 observed using force and pressure mea-

Southampton S017 1BJ, United Kingdom surements, and by performing flow surveys using Laser Doppler Anemometry. At a low

flap setting angle of 20 deg the suction-surface flow remains attached to the trailing edge

David W. Hurst of the flap, and vortex flow features and perturbation velocities are all similar to those

Senior Lecturer observed when Gurney flaps are fitted to single element wings. At a high flap deflection of

Department of Aerospace Engineering, 50 deg there is an extensive region of separated flow over the flap, yet the Gyrney flap still
Glasgow University, alters the. flow structure. The measurements suggest that the Wakelﬂow behind the Gurney

Glasgow, United Kingdom flap consists of a von Karman vortex street of alternately shed vortices. The effects of the

Gurney flap on the lift, zero-lift drag, and pressure distributions are reported, and the
differences between the trends observed for single-element wings are discussed.
[DOI: 10.1115/1.1334376

Introduction Description of Experiments

By fitting a short strip perpendicular to the pressure-surface In this paper, results are presented for a generic wing of finite
trailing-edge of a wing it is possible to increase both @egen- span that has the double-element airfoil illustrated in Fig. 1. The
erated at a given incidence, and the maximQm at the expense flap was attached to the main element using four brackets: one at
of an increase in zero-lift drag. This mechanically simple device &ach tip and a pair mounted inboard at 275 @7 percent semi-
known as the Gurney flap, and it is used extensively on varioggan either side of the centerline. Further details of this airfoil
aerodynamic devices, e.g., race car wings. A typical Reynol@gn be found in Jeffref5]. Results are presented here for two flap
number for race car applications is X 50°. angles,o; =20 degrees, and; =50 degrees. The overlap and gap

The overall effect of Gurney flaps on the lift and drag of singlewere optimized with no Gurney flap fitted, at a flap angle of 50
and double-element wings has been extensively documented, 468rees, to give the maximu@,_ possible at a main wing inci-
example by Liebeck1], Papadakis et a[2,3], and Myose et al. dence ofa:_O degree(lt was four_1c_1 that the Gurney flap had little
[4]. Recent work by the authofdeffrey[5] and Jeffrey et af6]) ©ffect on this optimum flap position

has investigated the effect of Gurney flaps on single-element airf;l_—lhe hreference chord of thehmodel,wasdtakfen to be r?Sg m
foils, using techniques including force and pressure measu hile the spanb, was 1.6 m. This span and reference chord were

ments, and flow surveys performed using Laser Doppler A ised to provide consistency with earlier single-element wing tests

emometry(LDA). The results indicate that fitting a Gurney flap ton‘]er:fdr%/ ei;i;g,n[gﬂ)z_e'l(;huesi%ootrg(len?;?esreprll?:t;eghg;dlzlghdl hr:ee:w\i:ee tt)f?s n 0-
a wing introduces a street of alternately shed vortices directly. 9 ’ P

downstream of the trailing edge. This enhances the suction actlngl?ns of the trailing edge of the flap extend beyord=1.0.
on the downstream face of the Gurney flap, and hence at t\t) he model is supported, pressure surface uppermost, by two

- ) . rtical rts, | 7 percen mi-span from the win
trailing-edge of the suction surface of the wing. The upstream fa Eitica supports, located at 57 percent semi-span from the g

N gnterline, and by a third strut located on the centerline, down-
decelerates the flow on the pressure-surface of the airfoil, res Fream of the wing. The model had 26 chordwise tappings on the

ing in an increase in pressure at the trailing edge on this surfage,i, element, and 16 on the flap, located 50 mm from the cen-
In combination, these two effects introduce a pressure differenggiine of the wing ¢=0.0625), and a total of 10 spanwise tap-
across the trailing edge of the airfoil that induces an increase ifhgs on each surface at quarter reference chord from the leading
circulation around the wing. The increase in zero-lift drag iggge.
largely caused by the pressure drag acting across the upstream a’Pf-hII-span Gurney flaps dfi/c=0.5 percent, 1 percent, 2 per-
downstream faces of the Gurney flap. cent, and 4 percent were manufactured. The Gurney flaps were
In some engineering applications, Gurney flaps can be found filed normal to the local curvature, on the pressure surface of the
multi-element wings, usually consisting of a main element aryghp.
flaps on which the Gurney flaps are attached. The aim of the| DA surveys around the flap and the trailing-edge of the main
research presented in this paper is therefore to investigate #lément were performed using the three-component system in-
effect of Gurney flaps as fitted to a generic double-element higéalled in the University of Southampton’s 3.5¢@.5m wind
lift airfoil, and to compare these effects to those previously reunnel. The spatial resolution of the measurement points was 3
ported for single-element wings. The understanding of the aefim in the regions of interest rising to 25 mm in the surrounding
dynamics of the Gurney flaps on a double-element wing igeas. Further details of the tests are provided in JefsgyThe

augmented by a flow physics study using LDA. freestream turbulence intensity for these experiments was of the
order of 0.3 percent. Force and pressure measurements were ob-
INow, Aerodynamicist, British American Racing. tained with the same model in the University’s 2. Xh.7 m wind
“Corresponding author. tunnel, which has a freestream turbulence intensity of the order of

Contributed by the Fluids Engineering Division for publication in ticeJBNAL ; ;
OF FLUIDS ENGINEERING. Manuscript received by the Fluids Engineering Divisiono'2 percent. The blOCkage prOdUCEd by the wing was acceptable in

February 3, 2000; revised manuscript received August 28, 2000. Associate Edigﬂth facilities. .
D. Williams. The experiments were performed at a freestream velocity of
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Fig. 1 Double-element generic airfoil with 4 percent Gurney
fitted at @=0 deg, 6;=20 and 50 deg

U.,.=30m/s, which gave Reynolds numbers in the range R

=0.55-0.69x10°. (The variation in Reynolds number was
caused by variations in ambient pressure and temperpkoeall
of these tests, transition was not forced on either surface.

All the quoted incidences and setting anglése latter mea-
sured across the pressure surface of the flap, not including the
Gurney flap are measured relative to tlzéc=0.0 axis shown in
Fig. 1. The force results, measured from the overhead balance,
have been corrected to free-air wind-axes coefficients. Incidence
corrections derived from the force measurements have also been
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applied to the incidences in the surface pressure tests, but no other L T A%GE Bgﬂ 4
corrections have been made to the measured pressures, nor have r g
any been made to the LDA results. 35 :
Uncertainties in force balance readings, data-acquisition sys-
tem, and incidence settings all contributed to the overall uncer- 4
tainties in the measurements©f andCp . An uncertainty analy- ®) I
sis gives typical uncertainties af0.0087 in the lift-coefficient
and+0.00078 in the drag coefficient. The surface pressures were
measured using a Scanivalve system by averaging 20 samples
taken over 0.5 s, and a ZOC system averaging 270 samples taken
over 7 s. An uncertainty analysis gives a typical total uncertainty
of £0.0013inC, . Uncertainties in the measurements of the mean 25
velocities are+0.002 inu/U., and £0.006 inw/U.,. The posi- L
tional accuracy of the LDA traverse is0.1 mm, while the width L
of the measurement volume is typically 0.3 mm. An inclinometer
with a setting accuracy af0.1 deg was used to set the incidence -10 -5
of the wings.
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Fig. 2 Forces: C, versus a. (a) 6;=20deg, (b) ;=50 deg.

Results

Forces. Figures 2a) and 2b) presentC, versusa curves for
the two different flap angles. The Gurney flaps incre@sdor a
given incidence-with the smaller devices generating disprop
tionately large increments i@, but have only a weak effect on
the stalling incidence. These incrementsdp reduce as the flap
angle is increased, and are notably lower than those for the t

and although the increments in trailing-edge suction on the flap
dire more significant, they are still under half those found for the
single-element wings.

At the lower flap setting, the trailing-edge camber of the main
%ment generates a large downwash onto the flap, causing the

single-element wings tested earlier in the research program. stagnation point for this element to occur on the suction surface.

Drag polars for the double-element wing at the two flap setting%n the pressure surface, this results in a sudden deceleration of

are presented in Figs(@ and 3b). The Gurney flaps increase the! e flow just downstream of the.flap leading-edge, which, at most
drag coefficient across most of the unstal@drange. incidences and Gurne_y flap heights, causes the flow to separate.
The Gurney flaps do increase the loadings on the flap pressure

Surface Pressures. Figures 4a) and 4b) present typical surface, but these increments are less ordered than found for the
chordwise loadings at an incidence @f 3.0 degrees for a range suction surface. This is probably caused by the large extent of
of device heights fitted to the flap set &t=20 degrees and 50 separated flow on the pressure surface of the flap at this setting
degrees, respectively. The most striking feature of these figuresaigle.
that the Gurney flaps result in relatively small changes in loading, The chordwise distributions fob;=50 degrees indicate that
which are not as distinct as the larger increases found with singtbere is a large region of separated flow on the suction surface of
element wings. the flap, even when no Gurney flap is fitted. Despite this, the

Fitting a Gurney flap to the flap results in an overall increase @urney flaps continue to generate small increases in the suctions
main-element and flap suctions, with only minor changes in ttating over this surface. The Gurney flaps also increase the load-
overall shape. The increases in suction generated by the Guritgy on the pressure surface of the flap at this angle. When the 4
flaps at the trailing edge of the main element are relatively smaliercent Gurney flap is fitted, the trailing-edge pressure of the flap

100 / Vol. 123, MARCH 2001 Transactions of the ASME
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20 Degree Flap. Velocity vectors and streamlines near the

is very close to stagnation across the incidence range. The smalfiafing edge at the lower flap angle for the wing with and without

device heights also increase the trailing-edge pressure, by Syf PErcent Gurney flap fitted are given in Fig. 5. The clean wing
amount disproportionate to their height. results show that there is no flow separation on the flap upper

surface. The same applies to the case with Gurney. The mean

LDA Measurements. Typical mean-velocity and turbulent velocity vectors and the streamlines show two distinct counter-
kinetic energy distributions from the LDA surveys are presentadtating vortices directly downstream of the Gurney flap, and an
in Figs. 5-8, which are for the two flap setting angles, botk at off-surface stagnation point where the streamlines bounding the
=-5degrees, with and without a 4 percent Gurney flap fittegdortex region meet to form the wake. This pattern and the dimen-
These LDA measurements were obtained at the same spanveigms of this flowfield are very similar to those found for single-
station as the surface pressures. element wings.

The results have been plotted so that the flap is always in theln the turbulent kinetic energ¢TKE) distribution (the normal
same position, so the main element position and the incidencesstiess distributions are similar to each other and are therefore not
the freestream velocity appear different for the two setting angleshowr), two distinctly high concentrations are obsen(&iy. 6).

The coordinates have been nondimensionalized such Xttt The first high TKE concentration follows the trailing edge of the
=1,z/c=0 is at the trailing edge of the flap suction surface. Notmain element, which is the result of the turbulent boundary layer
that the perturbation velocities were measured in the tunnel axis the main wing. Fittig a 4 percent Gurney flap introduces
system, and do not represent the components in the rotated afisther, high TKE concentration downstream of the Gurney flap.

system used in Figs. 5 and 7. This is formed by the flow separating at the trailing edge and
The streamline data were produced using the TECPLOT sofiround the Gurney flap edge. The highest value occurs near the

ware routines. off-surface stagnation point where the streamlines bounding the

Journal of Fluids Engineering MARCH 2001, Vol. 123 / 101
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Fig. 5 Mean velocity vectors and streamlines at ~ #;/=20deg Fig. 7 Mean velocity vectors and streamlines at  6,=50 deg
and @=—5 deg: (a) clean wing and (b) 4 percent Gurney and a=-5 deg: (a) clean wing and (b) 4 percent Gurney
vortex region meet to form the turbulent wake fldsee Fig. In the contours of vorticity for the;=50 degree settingnot

5(b)). The distribution is broadly similar to that for single-elemenshown), the recirculating flow over the flap results in distinct con-
wings, and is consistent with alternate vortex sheddideffrey tours of positive and negative vorticity. Fitra 4 percent Gurney

et al.[6]). Reducing the height of the Gurney flap has a relativelffap has a negligible effect on the maximum values, but does
weak effect on the maximum values of the perturbation velocitiesiove the concentration of positive contours from the trailing edge
of the flap to the off-surface edge of the Gurney flap.

. . " The turbulent kinetic energgTKE) distribution (Fig. 8 shows
"Ues are presented for the flap setgt=50 degrees, V‘.”th and two distinctly high concentra?ions from the flow separation on the
without a 4 percent Gurney flap fitted. The mean velocity \{ectorf'fsap: one from the suction surface and another from the edge of
reveal a large region of flow reversal over the flap, while thﬁ'ne Gurney flap. These two high TKE concentrations merge near

streamlines show that this separated flow forms two countgriy o o\ rface stagnation poiriEig. 7(b)) to form the trailing
rotating vortices, with an off-surface stagnation point. The vort|- ake flow. The measured maximum normal stre<able 1 are

ces are formed through separations on the suc_:tion surfacg of aller than those a¥; =20 degree setting. This is caused by the
flap and at the edge of the Gurney flap. A similar pattern is al%\‘i)eaker vortex shedding.

evident when no Gurney flap is fitted: the location of the separa-
tion point on the flap surface is relatively unchanged, but the Vortex Shedding Frequencies. It has been observed that the
Gurney flap displaces the off-surface stagnation point, and ttime-dependent flow consists of alternative shedding of vortices
points of zero velocity in the vortices, and increases the extent@dwnstream of the Gurney fla@effrey et al.[6]). The Lomb

the vortex shed off the pressure surface. The observed vortex flperiodgram method was used to derive the power spectra, as this
pattern offers an insight to the effectiveness of the Gurney evin specifically designed for randomly-spaced défaess et al.

with the presence of flow separation on the suction surface. Thg).

existence of the single large vortex behind the Gurney flap would There are no distinct peaks in the power spectra when no device
still enhance the suction acting on the downstream face of theefitted. In contrast, the spectra for the wings with Gurney flaps
Gurney flap, and hence at the trailing-edge of the suction surfafitted have clear single peaks, at periodic frequencigs, that

50 Degree Flap. In Fig. 7, mean velocity vectors and stream

of the wing. remain broadly constant in a region downstream of the trailing
Gty 031 T
0.00 0.03 0.06 0.09 0.11 0.14 0.17 0.20 0.00 0.02 0.04 0.06 0.09 0.1 0.13 0.15
021
\
%0.1 -
ol‘ll..--7 -
01+ ‘Illiﬁ%
06 0.8 | 12 14 16 0.6 0.8 1 12 T4 16
x/c x/c
Fig. 6 Turbulent kinetic energy (TKE) distribution at & Fig. 8 Turbulent kinetic energy (TKE) distribution at &
=20deg and a=—5 deg, with 4 percent Gurney =50deg and a=—5 deg, with 4 percent Gurney
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Table 1 LDA and spectral data separations mean that the Gurney flaps have only a weak effect on
the trailing-edge suction, and this is reflected in the reduced in-

5 or LY ey wimav f, crements inCy .
(deg) (h/c) Min Max U2 U2 (Hz) St

Effect on Zero-Lift Drag. When fitted to the flap at the
20 None —360 +556  0.077 0.051 - - lower angle, the Gurney flaps do not cause consistently higher
20 2%  —840 +785 0222 0.281 505 0.162 jncrements in drag than when fitted to the single-element wings,

20 4%  —734 4593  0.203 0.285 305 0.157 ;
50 Nome —347 4380 0115 0.150 because of the large region of separated flow on the pressure

50 4% —328 +37.0 0124 0145 475 0244 surface of the flap. _ _
At the higher flap setting, the flow remains attached on the

pressure surface of the flap. This means that the boundary layer on
this surface is thinner than found in the comparable single-
element experiments. As a result, the increments in zero-lift drag

edge. Table 1 list§, for the different cases tested, which repre@® greater than those found for the single-element wings.
sents the statistical mode &f for the measurement points inside

the periodic flow. This table also includes estimates of the Strou-

hal number, Stf,d/U.., whered is the base dimensiofi.e., Conclusions

measured normal to the/c=0.0 chordline, and including the e gyerall effects of a Gurney flap are broadly similar whether
trailing-edge thickness _ it is fitted to a single-element or to the flap of a double-element

At the lower flap angle, fitting a Gurney flap does introduce @ing The Gurney flap introduces a vortex street and the vortex
distinct principal frequency, which reduces as the height of thg,eqding enhances the base suction, but the increments in this can
device is increased. These valuesfgfyield values of Strouhal e |\yer than found for single-element wings, possibly because of
number, which at around St0.16 are broadly consistent with flat 5, interaction with the wake of the main element. The vortex
plates, which have Strouhal numbers of the orier of BL35  ghedding, and increases in trailing-edge suction, pressure, and lift
(Roshko[8]). They also lie within the range 0.835t<0.17 found  cefficient, are still observed even after the flow has largely sepa-
for 4 percent and 2 percent Gurney flaps fitted to single-elemgteq from the flap, even though the mean flow patterns are
airfoil (Jeffrey[5]). ltered.

At the lower flap setting, the region where distinct pr|n0|pa? On the pressure surface, the upstream face of the flap deceler-
frequencies were observed was quite large, and fanned dowWRss the flow, in a manner similar to that of a flat plate immersed
stream from the whole extent of the Gurney flap. In contrast, gf 5 turbulent boundary layer. On a double-element wing with

Bached flow the boundary layer at the very trailing edge will be

;=150 degrees this region is much shorter and narrower, andﬁ
largely confined to a region downstream of the off surface edge @finner than for a single-element wing, and this results in a greater
crease in trailing edge pressure, and in zero-lift drag.

the Gurney flap, broadly coincident with the time-averagqq;l|
streamlines that bound the pressure-surface edge of the vorticatne oyerall increases in circulation are lower than found for
le-element wings, and reduce with flap angle. These two

flow in Fig. 7. The frequency for this region of periodic flow isg;p,
between the values for the 2 percent and 4 percent Gurney flapg.ah4s may partly be caused by the interaction between flap and
main element, and partly by flow separations on the flap.

the lower flap angle.
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Joubert[9] for flat plates immersed perpendicular to a turbule
boundary layer show that the maximum pressure measured up-

stream of a plate increases with the height of the disturbance, with

the smaller plates causing a relatively large increase in pressurd\@menclature
has already been hypothesized by the autlidesfrey et al.[6]) _

: e b = wing span
that the upstream face of the Gurney flap acts in a similar manner, ¢ = reference chord

with small Gurney flaps giving a disproportionately large increase d = base height
in pressure. Cp = drag coefficient
This is also evident here, in the results at the higher flap setting, CD - “frt éqoefﬁci(lerl]t

= pressure coefficient

the trailing-edge of the flap fror€,~0.3-C,~0.7, while the 4 f_ = vortex shedding frequency

percent Gurney flap increases the pressure f@¥0.3 to near GE = Gurney flap

Cp~1. These increases, however, are higher than were observed |, _ Gurney flap height

for the single-element wings. It is hypothesized here that this is g _ Reynolds number based an
because, when attached, the pressure-surface boundary layer on Sct = Strouhal numberf d/U

the flap will be much thinner than for the single-element wings. SP = pressure surface P

This will increase the height of the Gurney flap relative to the  gg — gction surface

boundary-layer thickness, resulting in increases in trailing-edge txg — normalized turbulent kinetic energy
pressure. 12U’ +v'v' +w'w') /U2

Effect on Lift. The increases ifC, due to the Gurney flap u, v, w = velocity components ix, y, z axes system
observed for the lower flap setting are typically half those for the U, = freestream velocity
single-element wings. The values of trailing-edge suction showk, y, z = coordinate systenx+uve downstreamy+uve to

where the 0.5 percent Gurney flap gives an increase in pressure at CL _
P

differences of a similar order, so it seems likely that the lower starboardz+ve up
increments inC, stem directly from the lower values of trailing- a = incidence
edge suction. &; = flap deflection

The increments irC_ are even less at the higher flap angle. »n = nondimensional spany=|2y/b|

Despite the large increases in trailing-edge pressure, the flow ¢ = vorticity, (dw/dx— duldz)c/U.,
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The Force and Pressure of a
Diffuser-Equipped Bluff Body in
Andrea E. Senior Gl‘Ound E“ect

Ph.D student
. 1 The force and pressure behavior of a generic diffuser in ground effect were investigated.
X_m Zha“g The diffuser model is a bluff body with a rear diffuser at 17 deg to the horizontal, and
Professor in Aerodynamics side-plates. Measurements were conducted in a low speed wind tunnel equipped with a
) . moving ground facility. Techniques employed were force balance, pressure taps, and
Department of Aeronautics and Astronautics, surface flow visualization. The diffuser flow in ground effect was characterized by vortex
School of Enginegring Sciences, flow and three-dimensional flow separation. Four types of force behavior were observed:
University of Southampton, (a) down-force enhancement at high ride heights characterized by an attached symmetric
Southampton SO17 1BJ, United Kingdom diffuser flow, (b) maximum down-force at moderate ride heights characterized by a sym-
metric diffuser flow and separation on the diffuser ramp surface, (c) down-force reduction
at low ride heights characterized by an asymmetric diffuser flow and flow separation, and
(d) low down-force at very low ride heights, also characterized by an asymmetric diffuser
flow and flow separation. The down-force reduction near the ground is attributed to flow
separation at the diffuser inlet and subsequent loss of suction in the first half of the
diffuser. [DOI: 10.1115/1.1340637
Introduction George and Donif2] found that flow entrainment underneath the

side-skirts resulted in a separated shear layer from which a vortex

A region of upsweep on the underbody surface of an otherwt air formed. They observed a loss of down-force and asymmetric
symmetrical body gives the body camber, which leads to negatiy@ ,sor surface patterns with the model skirts sealed to the

lift (down-force. If the aerodynamic body is placed near a mov- - :
ing ground, a diffuser is formed with additional fluid flow mechaground, attributing the phenomenon to the absence of the vortices

. . . } . “Zoriginating from the skirt edges. At low ride heights an unsteady
nisms, leading to changes in the pressure field. The fluid flow iNAica| oscillation of the model led to suspicion of either vortex

lem with features such as flow separation, vortex floyv,.and flophied region of fluid found on the ground plane, thought to be a
reversal. An understanding of the major flow physics is importagb,y away from the ground up toward the model induced by the
in developing flow control methods and assisting in the developgtices. Due to the broad nature of the study these findings were
ment of theoretical and numerical predictive methods. This tyRgyt probed further. Furthermore, the observations were made with
of flow is important in the automobile and aeronautical industrieg,fixed ground and should not necessarily be applied to flows with
and it has implications in performance and safety. .a moving ground, particularly in the force reduction region.
limited. There are only a small number of studies published &ate in several different modes in ground effect. It is also clear
open literature[1-4]. Sovran[3] suggested that as the diffuserthat there are still gaps in the current understanding of this impor-
delivers flow to a fixed exit pressure such as the base pressuregt flow, in particular, the major flow physics affecting the down-
a vehicle, its pressure recovery appears as a depression in presgit@ reduction. It is by no means clear that boundary layer inter-
at the diffuser inlet, the diffuser has “pumped down” the underaction is the dominant factor.

body pressures below that which would occur on a flat bottomedin the present study an attempt was made to establish the flow
model, the underbody flow rate increases and the result isfeatures governing the variation in force behavior of the diffuser
greater down-force. Cooper et &4] found that for any one dif- with proximity to the ground and to investigate the major physics.
fuser angle, the down-force exerted on the model increased as Fag this purpose, model tests in wind tunnels were employed. By
model was lowered from a freestream ride height to near tlembining flow visualization with pressure and force measure-
ground until a maximum was reached. Below this ride heiglments, it was possible to give a better explanation of the force
down-force reduced sharply. They surmised that at this criticedduction phenomenon.

height the sum of the boundary layer thickness under the body and

over the ground became a substantial fraction of the ride heigBixperimental Arrangement

They also documented a difference in the down-force curves be-

tween smaller and larger diffuser angles below a certain ri Tests were conducted in one of the University of Southamp-
- 9 9 h QSn’s low speed closed circuit wind tunnels, which has a test sec-
height, the latter showed a reversal in the consistent trend

. = . tlBn of 2.1mx1.5m. The tunnel is equipped with a moving
down-force seen in all the curves above this ride height. Georggound 3.5 m in length and 1.5 m in width. The freestream turbu-

[1] observed a leeside vortex pair on the upsweep surface Ofed e |evel in the tunnel is 0.2 percent. Tests were run at a wind

diffuser which appeared to keep the flow attached to the surfagﬁd belt speed of 20 m/s and at a Reynolds number of 168, A

and thus maintain down-force. Streamvyise corner vortices ares)?stem is located upstream of the beftoving ground for .re-

well known feature of secondary flows in rectangular dusts moval of the boundary layer that grows along the floor of the wind

e.g., Brundrett and Barng$)). In tests on a venturi-type modelynne| The boundary layer is sucked away through a slot and a

— A perforated plate. With the boundary layer suction applied, the ve-
Corresponding author. locity reaches the freestream value less than 2 mm above the

Contributed by the Fluids Engineering Division for publication in ticeJBNAL f ; :
OF FLUIDS ENGINEERING. Manuscript received by the Fluids Engineering Divisionmovmg ground, correspondlng m /d<0.013. A more detailed

April 27, 2000; revised manuscript received October 3, 2000. Associate Edit&'.es?rli:g}ion of the moving belt system can be found in Burgin
K. Zaman. et al.|6].
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Fig. 1 A perspective view of the model setup
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A view of the wind tunnel test model is given in Fig. 1 where a
coordinate system is also shown. The model is a bluff body with
a rounded nose, a rear diffuser at 17 deg to the horizontal, and 05 4
side-plates. The diffuser angle has been chosen with a view of
controlling flow separation inside the diffuser in later tests. The &
model is 1.315 m in length, 0.324 m in height, and 0.314 m in
width. The diffuser inlet is ak=0.777 m. Installation in the tun- 0.4 4
nel was via adjustable struts allowing the model to be placed over
a moving ground plane at heights varying from 0.01 m to 0.199 m
above the ground. Transition to turbulent flow on the model was
fixed by a wire of 0.4 mm in diameter fastened around the nose at 0.3
a distance ofx=100 mm from the nose tip. This ensured that
transition occurred at the same location for each test. The model
was placed in the n_]lddle of the moving ground. Fig. 2 Force coefficients. (a) C, versus h./d; (b) Cp versus
Tests performed include surface hypodermic pressure taps, siirg
face flow visualization, and force balance measurements. The
pressure taps were arranged to give the centerline pressures and
the spanwise pressures at several stations on the diffuser ramp,
along the bottom surface, and over the model base. A total of 111 ) o ) ]
taps were used. The majority of the taps were connected to a zdewn-force behavior. This will help to explain the physics of the
system, and the remainder to a Scanivalve system. Visualizati§¥ice reduction phenomendsee later discussionAs expected,
of the surface flow in and around the diffuser was obtained usitige drag coefficient reduces with the Reynolds number.
an oil streak method with a mixture of titanium dioxide and light Based on the force measurements and the surface flow visual-
oil. The forces, measured from the overhead balance, have b&siion, four distinct regions can be identified: down-force en-
corrected to free-air wind-axes coefficients. The values given hal@ncement irregion-a (h, /d=0.382), maximum down-force in
also been corrected for installation tares. region-b(0.21< hr /d<0382), down-force reduction iregion-c
Uncertainties in the measurements taken during each test we@el59<h,/d<0.21), and low down-force iregion-das the ride
evaluated using the procedure described by Md#fatThe model height is lowered toward the grounti,(d<0.159). _
ride height was set to an accuracy ©0.5 mm. During the test ~ The down-force in the force enhancement regimgion-a is
runs no belt-lifting was observed. The yaw angle was set to withiglatively weak ath,/d=0.764, increasing smoothly with de-
+0.05 deg. The belt speed was maintained to within 0.25 percéfigasing ride height until a limiting height &f /d=0.382. Be-
of the wind speed at a wind speed of 20 m/s. In the force balan®éeen these two heights, the magnitudeGyfis increased from
measurements, 8 runs were made at each ride height, each with-8993 t0 —1.763.Cp, is also increased from 0.359-0.486. A
samples. The forces were then averaged from these meas@hange in the gradient of the down-force curve occurs around
ments. The uncertainties i€, and Cp, measurements were N;/d=0.382, suggesting the introduction of new flow physics due
+0.044 and+0.014, respectively, for a model ride height ofo the proximity of the ground. Between this height, (d
h,/d=0.223. Theuncertainty in the surface pressure coefficients 0.382) andh,/d=0.21 is the maximum down-force region
was estimated using the above parameters as well as the quétegion-b, highlighted by a “plateau” in the down-force versus
accuracy of the equipment and aquisition software, and was céfle height curve where the gradient of the force curve is reduced,

culated as+0.012 for aC, of —2.0. and the flow around the model appears to maintain a constant
character. The peak down-force occurdatd=0.21. In this re-
Results and Discussion gion the drag coefficient continues to rise. The plateau is termi-

nated by a sharp drop in the down-force. In the force reduction

Force Enhancement and Reduction Process.The influence region (region-9, the down-force coefficient experiences a rapid
of a moving ground is illustrated by the force behavior as the rideduction within a short ride height range, froni.943 ath, /d
height is reducedsee Fig. 2 Also given in the figure are results =0.21 to —1.297 ath, /d=0.159. In the process the majority of
for the fixed ground and at two other Reynolds numbers. Fdre down-force gain in the force enhancement region is lost. In
clarity the fixed ground results are not included in Fih)2It can region-da relatively low down-force level is maintained and the
be observed that the condition of the ground has a large effect @own-force continues to reduce.
the flow and down-force behavior; both the magnitude and the The drag force maximum occurs at the same ride height as the
height for the maximum force are different. Results obtained ustaximum down-force, and tends to fall with a similar trend to
ing a fixed ground cannot be applied to the moving ground studyown-force either side of the limiting height &f /d=0.21. It
The Reynolds number is seen to have relatively little effect on tislould be mentioned here that, while in the force reduction region
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Fig. 4 Spanwise C, distributions on the diffuser ramp in the

C_ measurements point to a new flow feature appeariny A EJrce enhancement region.  (a) h,/d=0.764; (b) h./d=0.382

=0.159,Cp, results show a consistent reduction in value with th
ride height reduction.

Surface pressure coefficients underneath the model on the cen-
terline are given at six typical heights in Fig. 3. It can be seen th
the flow underneath the model accelerates at all the heights up,
the inlet of the diffuser. At all heights the suction peak appears
the inlet. Once the flow enters the diffuser the streamwise press rlr)'
distributions on the ramp surface show that the flow encounters arForce  Enhancement. In the force enhancement region
adverse pressure gradient. The behavior and/or ability of the fldgregion-a), the flow is symmetric about the center-plaze=Q) of
in resisting the adverse pressure gradient would define the chide diffuser. The symmetric nature of the flow is illustrated in Fig.
acteristics of the diffuser flow and ultimately the force characted where the spanwise pressure distributions at four streamwise
istics. In Fig. 3 the exit pressure is seen to be slightly negative dleeations on the diffuser ramp surfacera/d=0.764 and 0.382
to a separated flow behind the diffuser base. are plotted. The presence of two streamwise vortices is identifi-

While the suction peak appears at the irfleig. 3), the highest able by points of low pressure near the side-plates.hAtd
suction peak does not occur at the lowest ride height. The suctier0.382 the peakC, appears aix/d=5.44, z/d==*0.89. It is
level at the inlet is seen to increase as the ride height is reducedilkely the suction peaks could be atd>=*0.89 beyond the po-
the force reduction region, until the ride height reaches a limitingjtion of the last pressure tap. Afd=5.91 the suction peaks
value ofh, /d=0.21 where the highest suction level is observeaccur atz/d=*+0.8. The influence of the vortices, albeit some-
As the ride height is reduced further and the flow enters in thvehat weakened, can still be seerxad=6.83, but is not a feature
force reduction region, the suction level at the inlet decreases. Tdfethe flow on the ramp surface atd=7.76. At this position, the
suction level at the inlet defines the suction upstream of the dgresence of the vortex pair is no longer apparent, leaving an al-
fuser as well as in the first part of the diffuser, which sets thmost flat pressure distribution across the ramp surface.
overall level of down-force. In Fig. 3 it can be seen that as the Surface flow visualization imegion-areveals more of the flow
flow approaches the diffuser exit, the suction level is higher at tiieatures. In Fig. 5 the surface flow pattern is symmetric about the
lowest ride heights in the force reduction regioegion-cin Fig. model center-planez&0). A small separation region is present
2(a)) than those in the force enhancement redi@yion-g and across the inlet to the ramp except at the sides. Counter-rotating
the maximum force regiofregion-b, reversing the trend at the streamwise vortices are detectable at either side of the ramp in the
inlet. In later sections this is attributed to the appearance ofuaper third of the ramp as weak ‘S’ shaped lifi8% The span-
single, large streamwise vortex. Below the ride heighthpfd wise location of the suction peak of each vortex lies close to the
=0.21,C, distributions in Fig. 3 show signs of flow separation irpoint of inflexion of these S-lines. The suction peak can be seen to
the first half of the diffuser. move slightly toward the diffuser centerline downstream. The cur-

The surface flow visualizatiofsee Figs. 5, 7, and 9 in follow- vature of the lines weakens as the flow decelerates to the base of
ing sectiong revealed that at all ride heights, flow is entrainedhe model. Observation of the surface flow on the side-plates sug-
underneath the model from the sides by the low pressure betwegsts that the vortices actually become detached from the surface.
the diffuser and the ground. Although there is evidence of sligtecondary separations are apparent at the sides of the ramp as
flow convergence toward the centerline on the surface immedidicated by the surface flow. As the ride height is reduced, the
ately upstream of the diffuser inlet, the flow appears to be rel&-lines of the surface flow extend much further down the ramp
tively uniform across the span of the model. Flow is also entraineshd are more pronounced indicating increased vortex strength.

derneath the side-plates. Separation occurs along the plate
es forming streamwise vorticésee also George and Donis
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Fig. 7 Surface flow pattern in the maximum force region.
h,/d=0.217. Flow from left to right

The first clear sign of the existence of the separation in these
tests appears &, /d=0.318, although the beginning of a separa-
tion could be inferred from the surface flow patterns at the end of
the ramp at, /d=0.382. Its presence is governed by the limiting
pressure at the diffuser exit and following low pressure in the
diffuser. At a ride height typical of the flow in the force enhance-
ment region there is a relatively smaller acceleration beneath the
model and under-body flow rates do not increase greatly, thus the
suction level remains lower than that in the maximum force region

() and the pressure gradient between the diffuser inlet and exit re-
i ) ) mains weaker. Although the flow deceleration and loss of momen-
Fig. 5 Surface flow pattern in the force enhancement region. tum occur immediately downstream of the inlet, the adverse pres-

h,/d=0.764. Flow from left to right. (&) Surface flow on the

ramp; (b) surface flow on the side-plate sure gradient is small enough for the flow to remain attached over

the ramp surface. However, as the ride height is reduced, the
under-body flow rate increases and the pressure recovery of the
diffuser is seen as a stronger suction at the inlet.

Maximum Force. In the down-force enhancement region, the 1he adverse pressure gradient along the diffuser becomes in-
flow is symmetric about the center-plane of the model. This fe5€@singly steep as the ride height is reduced until at a critical
ture of the flow is retained in the maximum force region to a largafight separation occurs, producing a bubble and a primary sepa-
extent, as indicated by both surface pressure measureitiégts ration line seen |n_F|g. 7. With the reducing ride height, the pri-
6) and flow visualizatior(Fig. 7). The defining feature of the flow Mary separation line moves forward up the ramp as both the
and the cause of the sudden decrease in the gradient of the dofifj¥n-force and the adverse pressure gradient rise. The separation
force curve(Fig. 2@)) in this regime is the flow separation and &Y ble may be identified in the spanwise pressure distributions of
separation bubble seen in the center of the diffuser. The main fiGu@- 6 as a flat constant pressure region betwaelr-0 andz/d
features are similar to those found by Mofé] on base-slant ~ = 0-3, atx/d=5.91. Further downstream the flow seen in the
flows. surface flow.pattern' is domlngtgd by the increasingly enlarged

The flow separation on the ramp surface is also the likely ekounter-rotating vorticeéor a swirling flow, and the central por-
planation for the difference in the down-force curves betwedipns of the spanwise distributions accordingly become gentle

smaller and larger angle diffusers below a certain ride height V€S- _ . .
found by Cooper et af4]. From the surface flow it appears that the streamwise primary

vortex flow meets the secondary separated flow at junctions either

side of the ramp centerline. The primary separation line includes

the separation line of the bubble. The line is then seen to run
0.0 toward the secondary separation line, after which the primary vor-
tex flow is no longer present on the ramp surface. It appears that
the vortex has detached from the surface due to the adverse pres-
sure gradient. The flow patterns downstream of the primary sepa-

-1.0 1 ration line are the result of recirculating fluid from the bubble
re-attaching to the diffuser surface and then being entrained out-
o board towards the low pressure associated with the presence of the
near-surface primary vortices.
2.0 —8— xj=5.44 The spanwise pressure distributions across the diffuser at these
—a—— X/d=5.91 . L " -
X/d=6.83 heights exhibit similar characteristics, the pressures staying almost
— s =776 the same at ride heights between/d=0.217 and 0.318 over the
majority of the ramp. The down-force increase is created by the
80 G 7o G To higher levels of suction experienced at the inlet, and at the sides of
' ’ 2id ’ ‘ the diffuser where the maximum suction on the model occurs due
to the streamwise vortices attached to the surface.hAftd
Fig. 6 Spanwise C, distributions on the diffuser ramp in the =0.318, the pealC, at is —2.332 atx/d=5.44, z/d=*0.89,
maximum force region. h,/d=0.217 reducing t0—1.282 atx/d=5.91. Ath,/d=0.217, the value is
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—&—— x/d=591
-1.5 4 —v— x/d=6.83
—p— x/d=7.76

-1.0 05 0.0 05 10
zid
0.0 1 Fig. 9 Surface flow pattern in the force reduction region.
h,/d=0.191. Flow from left to right
0.2 ]
pressure measurement tests a switching of the side of the reverse
0.4 1 flow was observed. The distribution seen in Fig&a)8nd 8b)
o was reversed dt, /d=0.204. The causes could be a slight devia-
-0.6 tion in aligning the model to zero yaw angle, and/or slight imper-
fections in the model surface as found by researchers in slender
08 ] body and missile aerodynamics. The occurrence of stall phenom-
' enon in the flow region is in close agreement with the transitory
stall behavior found by Kline and his co-workefsee Reneau
'1~°_1'0 o5 00 o To et al.[10]) in 2D diffusers close to the conditions of maximum
2/d ’ pressure recovery, as is the case here, and is an inherently un-
steady flow. The flow irregions candd may well also be un-
Fig. 8 Spanwise C,; distributions on the diffuser ramp in the steady.
force reduction region. (&) h,/d=0.191; (b) h,/d=0.064 In region-g as the model is lowered to the ground, the suction

at the inlet increases, leading to flow entrainment from both sides
of the model. The boundary layer on the surface underneath of the
. . model is three-dimension&BD) in nature. The 3D effect is in-
—2.66 atx/d=5.44, reducing to-1.429 atx/d=5.91. The in-  creased as the ride height is reduced. Another factor in determin-
crease in suction is reflected in the increased curvature of the diffuser flow is the boundary layer approaching the inlet
surface flow, the curvature being greateshatd=0.21. the thickness of which is 15 mm(0.08% just before the inlet

Force Reduction and Low Down-Force. The maximum When the model is in freestream. Although it will not create a
down-force occurs betweeh, /d=0.21 and 0.217. During the “blockage™ effect at a height in the maximum force region, it
model tests it was found that the height at which the maximufpes enhance. the suction at the inlet as the eﬁectlvg rldg helghtlls
down-force occurred varied between these two heights. THeduced, leading to a high adverse pressure gradient in the dif-
switch between the maximum down-force and the onset of tfigser. At a limiting heighth, /d=0.21 for the present flowsepa-
loss of down-force appeared in a random fashion, and on occasi@fon finally occurs at the inlet instead of on the diffuser ramp
the flow switched between region-bflow (maximum forcg and  surface. The asymmetric nature of the 3D boundary layer separa-
aregion-cflow (force reduction between wind tunnel runs with- tion produces the apparent collapse of one of the counter-rotating
out apparent variations in model settings. vortices. ) ) )

Figure 8 gives surface pressures on the diffuser surface typicall Ne asymmetry found with skirts sealed tdixed groundby
of flows in the force reduction regidfmegion-9 and the low force George and Doni2] was attributed to the absence of the vorti-
region (region-d. On the down-force curve, the two regions ar&€s, however it seems possible that as in these tests, the pressure
not clearly marked. However, there is a discernible difference #adient over the diffuser surface was too large to be contained by
the slope of the curve. Figuréa was taken ah, /d=0.191, and & Separation bubble, thus the separation occurred at the inlet.
shows the flow in a region where the down-force experiences alhe above observation of the force reduction phenomenon is at
rapid reduction. Figure (8) gives Spanwise pressures m/d variance with the asser“qn that boundary |a.yer merging \_NaS the
=0.064. The loss of down-force is accompanied by the appe&ause of the force reduction phenomenon. Suppo.rt for this argu-
ance of an asymmetric flow in the diffuser. The flow is now sepdd€nt comes from down-force curves plotted at various freestream
rated at the inlet on one side. The separation bubble has collap§&ynolds numbers shown in Fig(a2. Down-force characteristics
and the primary separation line is now difficult to identify fromare very similar for each curve. At Re numbers ofX1 8 and
the surface flow visualizatiotsee Fig. 9. In Fig. 9, the surface 2.7x10P the maximum down-force occurs at the same ride height,
flow is no longer symmetric about the diffuser center-plane. Iwhile at Re=1.3x 1CP it occurs at a slightly lower ride heiglta
stead, it runs from the bottom left corner of the ramp diagonallifference of 1 mm The boundary layer thickness at a lower Re
towards the center-plane, where the separation causes the detachxpected to be larger than that at a higher Re. If the maximum
ment of the vortex on the top side as in the maximum force reown-force and the subsequent stall depended upon a blockage at
gion. Although the top side vortex rolls up as normal, the bottomhe inlet of the diffuser, as a result of merging of the boundary
side flow has begun to reverse back up the ramp, indicatinglagers, stall at a lower Re would be expected to occur at a higher
separated flow and the collapse of the vortex at this side of thide height.
diffuser. The boundary layer merging is more likely to be the dominant

The asymmetry of the flow is unlikely to be caused by errors ifeature of the flow inregion-d In this region, the down-force
setting the model height. Its appearance occurs at random, dunmgintains a low level, being relatively insensitive to the ride

Journal of Fluids Engineering MARCH 2001, Vol. 123 / 109

Downloaded 03 Jun 2010 to 171.66.16.149. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



0.0 4 localized areas of the diffuser before the vortex pair detach from
the surface. This is sufficient to continue the generation of an
0.5 overall, larger down-force on the model.
The increase in down-force is terminated at very low model
1.0 { ride heights when the 3D flow separation occurs at the inlet. This
3D flow separation is asymmetric, leading to the apparent collapse
o5 h//d=0.064 of one of the counter-rotating vortices. As a result the suction
— e h/d=0.127 level at the inlet is reduced. Although the large single vortex still
2.0 1 ——— h/d=0.191 generates a high suction level near the diffuser exit as seen in Fig.
—e— h/d=0.217 10(b), the overall down-force is reduced.
25 ] ——e——— h/d=0.382
: Ejg:g:‘;‘éﬁ Conclusion
‘3‘0.1 05 0 05 1 A study of a generic diffuser-equipped bluff body in ground
z/d effect was performed, using correct ground conditions. The study
established the major flow features and provided an insight into
01 the flow physics, particularly the force reduction phenomenon at
: low ride heights. Four flow regions were identified.
Based on the results discussed, the following conclusions can
0.2 be drawn:
1 In the force enhancement region, the diffuser flow is charac-
031 terized by a pair of counter-rotating streamwise vortices formed
o from separation at the edges of the side-plates. The diffuser flow
0.4 1 remains attached to the ramp of the diffuser. The vortices detach
from the surface towards the exit of the diffuser due to flow de-
celeration and adverse pressure gradient.
051 2 In the maximum force region, flow separates on the ramp of
the diffuser. However, the flow remains symmetric about the
06 % e T 0% ! center-plane of the diffuser, and the suction level at the diffuser
) 2/d ’ |n_Iet continues to rise as the ride height is reduced, leading to a
high down-force level.
Fig. 10 Spanwise pressure distribution on the diffuser ramp. 3 Increasing down-force is terminated at a critical ride height
(a) x/d=5.44; (b) x/d=7.86 due to 3D flow separation at the diffuser inlet, leading to the

apparent collapse of one of the counter-rotating vortices and
asymmetric flow in the diffuser.

4 At lower ride heights still, a low level of down-force exists,
which could be indicative of a boundary layer blockage at the

height change. The size of the boundary lay@(@.0961)) sug- diffuser inlet at very low ride heights. o o
gests a merging of boundary layers on the model and the groun i Correctigrqund condltllor)s should be u;ed in investigating the
likely to lead to a reduction in the flow entering the diffuser[Ofce behavior in the proximity of ground, in particular the force
hence the low level of down-force in this region. The basic flofgduction phenomenon.

features, though, remain similar to those@gion-c In Fig. 2, the  certain issues were not covered by the present study, but nev-
down-force level and drag at the lowest ride height /0 ertheless could be important. For example, the diffuser flow is
=0.064) show a further reduction. From the surface pressyigely to be unsteady as one of the two large counter-rotating
measuremen(Fig. 3) and flow visualizatior(not included, it can yortices collapseor a flow reversal occuyslf the flow is indeed

be surmised that, at this height, the flow entrainment in front @fysteady then the flow physics would be of both fundamental and
the diffuser inlet is reduced substantially, leading to the very lopractical importance.

levels of down-force and drag.

Further Discussions. The mean flow behavior exhibits dif- Acknowledgments
ferent characteristics in the four main flow regimes over the ride
heights tested. For flows in the force enhancement region, surf
flow visualization and pressure measurements suggest that a m
part of the down-force is produced across the diffuser inlet due
the “diffuser pumping” [3] and near the sides of the diffuser
where the _addltlonal suction is created by the streamwise vortig@® menclature
near the diffuser surface. This feature of the flow can be seen in
the surface pressure distributiofesg., Figs. 4 and 1@)). With Cp = drag coefficientD/q..S
the suction peak at a fixed ride height occurring at the inlet of the C, = down-force(lift) coefficient,L/q..S
diffuser, the suction level in the first part of the diffuser is con- C, = pressure coefficienp/q..
strained by the suction peak and varies accordingly, which con- d = model half width
tributes to a large part of the overall down-force. D = drag

At a critical height near to the ground the pressure gradient h = model height
between the diffuser inlet and the fixed exit pressure becomes too h; = ride height(ground clearange
large to prevent the 3D boundary layer separation on the ramp | = model length
surface inside the diffuser and the vortex detachment from the L = down-force(lift)
surface. Even so, in the maximum down-force region, down-force P = pressure
increases in the presence of the separated flow, as reduced. 0. = dynamic headp..U2/2
Although the region of separated flow inside the diffuser becomes Re = Reynolds numberpU. |/ x
larger, the under-body pressures become increasingly negative in S = frontal area of the model
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Near Wall Measurements for a
Turbulent Impinging Slot Jet

(Data Bank Contribution)’

The velocity field in the vicinity of a target surface with a turbulent slot jet impinging
Jiang Zhe normally on it is examined. The impingement region is confined by means of a confine-

ment plate that is flush with the slot and parallel to the impingement plate. The distance
H of the impingement wall from the slot is varied from 2 to 9.2 slot widths. Jet Reynolds
Viiav Modi numbers (based on slot_ width B) of 10,630,000 are consid(_ered. Mean velocity and

root mean square velocity measurements are carried out using hot-wire anemometry. A

boundary layer probe is utilized in order to obtain measurements at a wall distance as
close as 110 microng0.0028B). This corresponds to a distance of approximately y
~2-4 in wall units and is found to be adequate in order to permit an estimate of wall
shear under most conditions. The problems of hot wire interference with the wall and
calibration at low velocities are solved by calibrating the probe in a known Blasius flow.
With the exception of the stagnation region where shear could not be evaluated, it is
found that velocity profiles follow a linear behavior in the viscous sublayer everywhere
along the wall. Results indicate that the peak in normal stress occurs at Q/@5 to
0.04 at a distance six to eight jet widths away from the jet-axis.
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Introduction relies on a prior knowledge of the relationship between mass/heat
Impinging iet idel di terial . transfer and shear, something that is not always available except
mpinging jets are widely used in materials processing, manyk po,ndary layer flows.

facturing and electrochemical deposition because of their highiernatively, one could deduce shear from a near wall velocity
heat and mass transfer rates. This has led to numerous studieg,ghsurement using a hot-wire, provided this measurement is
heat transfer characteristics in jet impingement sysfdhidVebb made within the viscous sublayer. Such a measurement is how-
and Ma[2] presented a detailed review of the experimental studieser difficult for several reasons. The difficulties ai¢:hot-wire

on heat transfer of single-phase liquid jet impingement. Studiggerference with the wallji) measurement of the distance of the
that examine the flow field experimentally are however few déot-wire from the wall,(iii) calibration of the hot-wire at low
spite the obvious importance of the flow field to heat transfer. ielocities, and(iv) corruption of wire data with a nondominant

particular, the shear at the impingement wall has been rarely m¥glocity component. In the present paper, we have overcome the

sured. Velocity field as well as shear data in these systems are 4|53 three of the difficulties allowing shear measurement in a re-
ipn where the fourth effect is small.

useful because of the increasing reliance on computational fIdl
dynamics for predicting heat and mass transfer in turbulent flows.

In impingement flows where flow curvature, separation and stagtructure of the Flow Field
nation are common features, experimental data are particular im-

. . . The flow regions associated with the discharge of a ga@njet
portant to establish validity of the turbulence models and assogkherwise stagnant surroundingsat impinges or?atarggt surface

ated wall functions. The validation of flow field and she_ar CaJre shown in Fig. 1. One of the applications where this geometry
allow the analyst to uncouple the effects of flow modeling aps of particular interest is electrochemical deposition using foun-
proximations from those of scalar transport approximations. Mamin platers, where the knowledge of shear on the impingement
physical processes require the knowledge of shear, either indiall is important to the understanding of mass transfer. These
rectly because of its relevance to heat and mass transfer or direcéigctors are usually enclosed systems and the present location of
for its relevance to forces exerted on a wall or particle removéte confinement wall is a simple means to achieve this enclosure
from a wall. without introducing additional geometrical parameters. Immedi-
Direct measurement of the local wall shear force is difficuftely after discharge from the slot, the jet behaves as a free jet,
because of the low level of shear involved. For a system with a jéftil the flow is influenced by the target surface. Within the free

width of O(1 cm) if a spatial resolution of 1 mm is desired ond®t is a poten.tial core where the velocity_ is uniform and eque}l.to
would require an ability to measure a force of gilewtons 0;1 a the exit velocity. The length of the potential core can be quantified

. by the distance from the slotH(—y)/B, where the jet velocit
1 mm by 1 mm plate for Reynolds numbers ofi0"). Hot-film diyminishes to 95% of the exit(vg%city and, for aJ slot jet, t);ﬂs
sensors flush mounted on the wall or mass transfer sensors h%‘ﬁ%th is between 4.7—7.7, depending on the slot condifiths
been employed to estimate wall shear. This approach, howevgbwnstream of the potential core region, the jet behaves as a free
- jet and spreads while the peak axial velocity decreases with in-
'Data have been deposited to the JFE Data Bank. To access the file for this papeeasing distance from the slot.Hiff B is larger than this distance,
see instructions on p. 171 of this issue. this behavior continues until the flow is influenced by the target

Contributed by the Fluids Engineering Division for publication in ticeJBNAL f ; ; f _
OF FLUIDS ENGINEERING. Manuscript received by the Fluids Engineering Divisionsurface' In this region, called the stagnation region, the flow de

May 26, 2000; revised manuscript received November 17, 2000. Associate Editor:@€lerates sharply in the direction along the jet axis while acceler-
Zaman. ating in the x-direction. Acceleration in the-direction cannot
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number. The stagnation point anomaly was addressed by Durbin
[8]. A mathematical bound on the turbulent time-scale was de-
rived. Some other studies that carried out two-equation modeling
with limited success are those of: Dianat et[8l. with a standard

k-e turbulence model; Heyerichs and Pollarti0] with a k-w
model of Wilcox[11] and several versions dés models; and
Chen and Mod{12], who also employ &« model but in addi-

tion compute high-Schmidt number mass transfer.

Experimental. Hot-wire velocity field measurements were
reported by Cooper et dl7] for an unconfined turbulent circular
jet impinging orthogonally onto a large plane surface. They ex-
amined jet Reynolds numbers of 23,000 and 70,000 for slot
heights above the plate ranging from two to eight diameters. They
measured mean velocity and root mean square velocity in the
vicinity of the plate surface. While the data point closest to the
wall is at a distance of 130 microrig/D = 0.005 whereD is the
jet diametey, it is not clear whether their hot-wire data have been
corrected for near wall effects even though the ratio of wall dis-
o tance to wire diameter is 26. The same problem exists with the
gf:;‘e“’“mg recent work of Ashforth-Frost et gl13] where the ratio of wall
distance to wire diameter is 20. The wall material used in their
experiments is 10 mm thick Perspex. They report measurements
of velocity and turbulence characteristics in an identical geometry
as in the present study at a single jet Reynolds number of 20,000
and twoH/B ratios of 4 and 9.2. In the velocity range of 1 to 3
75mm x 75mm Plate m/s typical of their first point away from the wall, failure to cor-
rect the hot-wire data for wall interference could lead to erroneous
measurements. In the current study mean and root mean square
Probe/Stage/Plate Assembly velocity measurements near the wall are carried out over a wide
H/B range(2-9.2 for Reynolds numbers of 10,000—30,000.

Stagnation Region

yI= 110 microns

Fig. 1 Impinging slot jet configuration and hot wire probe with

probe /stage/plate assembly .
Experimental Apparatus

) ) ) ) Setup. The exit section of a small wind tunnel was modified
continue since the flow entrains low-momentum fluid from thg, produce a slot jet. Air supplied from a centrifugal fan driven by
ambient. Further downstream the flow behavior is similar to thgt 2 4 p. motor passes through a flow-straightening honeycomb
of a wall jet, with deceleration of the bulk velocity and spreadingection followed by a two-stage diffusion section that expands the

in the y-direction[1]. flow cross-section to 600 mm600 mm without flow separation,
) ) followed by several fine wire meshes and a long settling chamber.
Literature Review A contraction with a ratio of 6:1 designed to keep boundary layer

The literature relevant to the present study can be classified §§Wth to & minimum leads the flow to the slot where a uniform
experimental or numerical. Numerical studies that address head/giirection normalized root mean square velocity of 0.9 percent is

mass transfer do need to compute fluid flow as well and heng@Served. ) _
frequently report the skin friction coefficient on the wall. Experi- 1 he slot jet widthB was 40 mm in the experimental setup. The

mental studies that measure heat or mass transfer rates at the 1€t width in most practical applications is much smaller, but
in impingement systems normally do not provide velocity or she !¢ Scalé up in the present experiment ensures that the data point
data. There are very few studies that measure fluid flow ingarest to the wall is sufficiently within the viscous sublayer. The
confined slot jet impingement system. The numerical studies t jet dimension in the-direction was six times the slot width

reviewed first, followed by experimental studies of heatma&Xtending in either direction ta/B=+3. The confinement and
transfer and fluid flow. impingement plates extend in tlzedirection toz/B=+4 and in

the x direction tox/B=*=13. Both the confinement and the im-

Numerical/Theoretical. Behnia etal. [3,4] applied the pingement plates were made of polymethyl methacrylate or
k-e-v? (wherev? might be regarded as the velocity fluctuatioPMMA. The confinement plate is integrated with the nozzle so
normal to the streamlingsnodel to unconfined and confined cir-that it is flush with the slot and parallel to the impingement plate.
cular jets impinging on a plane wall. They showed that the mod&he distance between the confinement and the impingement plates
captured Reynolds number effects. The importance of near-walas designed to permid/B to be varied from 2-13. All experi-
modeling was addressed. The comparisons were however largelgntal data reported in the present paper are obtained a the
to surface heat transfer since they note there is paucity of flowO plane. Two experiments were carried out to ensure that the
field data. Craft et al.5] examined four different turbulence mod-effects of three-dimensionality are absent. The first experiment
els for the numerical prediction of the circular turbulent impingingnsured that the measurements at the slot jet exit as well as on the
jets measured by Cooper et B]. These models consisted of oneémpingement plate did not vary withwithin z/B= *+2. The sec-
k-e model and three second-moment closure based models. Tmel experiment was carried out to determine whether fluid leaving
numerical predictions, obtained with an extended version of thiee flow domain from the open boundariezéd = *+ 4 altered the
finite-volume TEAM code indicate that thke model and a near-wall measurements. Additional confinement plates were
widely used Reynolds stress mod&libson and Launddf7]) led placed atz/B=*4 to close off the otherwise open boundaries.
to too large levels of turbulence near the stagnation point. Twdeasurements made a0 with this modification did not show
second-moment closures tailored to impingement flow did muemy significant differences. Hence the results reported in the
better in predicting the flow field characteristics. None of thpresent study can be considered to be representative of a two-
schemes is entirely successful in predicting the effect of Reynoldenensional slot jet flow. The measurements reported in this paper
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(with the exception of those needed to qualify the jet condidions To Manometer
were carried out in the=0 plane in the region defined by B
= =13 andy/B=0 to 0.35. yd

Instrumentation.  Velocity was measured with a TSI 1051-2 ToCTA
constant temperature hot wire anemometer and a TSI 1218AF-V,
T1.5 hot wire boundary layer probe designed for near wall mea-
surements. The hot wire is 1.27 mm long with a diameter of 3.8
microns. The probe was attached using a rigid aluminum(sod
that the rod is downstream of the flpwo a DAEDAL-3900 pre-
cision ball bearing positioning stage. The stage permitted control
of position in they-direction with a resolution of um (see Fig.

1). The positioning stage was in turn attached to a small 75 mm by
75 mm polished aluminum plate that was flush mounted to the
impingement plate with care to ensure that the flow was not dis-
turbed. The entire probe/stage/plate assembly permits the distanc Removable Leading Edge

from the probe to the wall to be maintained constant during three

different events: during measurement of the distance between Hig 2 Configuration during calibration of the probe  /stage/
probe and the wall, during calibration of the probe and duringfate assembly along with a removable leading edge

actual measurement. When this assembly is used for actual mea-

surements, its position relative to the jet could be varied, to permit

measurements at several locations alongehigection. away from the wall. This calibration procedure is described next.
The uncertainty in the location of the first wire position awaype probe/stage/plate assembly with a finely polished leading
from the wall is of critical importance to the determination ofq.e attached flush to the pldese Fig. 2 was placed in a free-
shear. This measurement is also important because all other W&, to create a laminar boundary layer flow over a flat plate
position measurements are referenced to this distance. In orde{i 5 zero pressure gradient. The leading edge is also made of
ensure an accurate estimate of this distance, a CCD camera wWith) #ninum. The maximum Reynolds number based on the distance
magnification ratio of 800 was used to measure the distance frgpgm the leading edge is 24,000 ensuring a laminar flow over a flat
the wall. The uncertainty in this measurement wasub with @  piate resulting in a boundary layer flow with a Blasius velocity
95% confidence level. For the wire position nearest to the Wiﬂofile. The variation of the streamwise velocity with distance
where the nominal distance is 114m, this corresponds t0 an from the wall in such a flow is known analytically. Thus from a
uncertainty of 9%. ) . manometric measurement of the free stream velocity, the velocity
A pitot tube and a Datametri¢sodel 1173 Barocel electronic \yithin the boundary layer at any known distance from the wall
manometer were employed for the determination of the fre@n pe established. This permits the hot wire to be calibrated at
stream velocity in the calibration procedures described below. fy,ch Jower velocities than would be possible if both the wire and
separate experiment carried out to test the linearity of the elagz pitot tube were in the free stream flow. More important, how-
tronic manometer with the use of a conventional micromanometgyer, is the ability to account for the wall interference effect using
confirmed that the electronic manometer demonstrated linear Rgch an approach.
havior over the pressure range of interest. A 12-bit MetraByte pyring a single calibration run for a fixed position of the probe
DAS-8PGA board with 2.44 mV resolution interfaced to a peffrom the wall, the free stream velocity was altered and at least 8
sonal computer was used for data acquisition. data points within the expected range of velocities were acquired.
Calibration of the Hot Wire. The conventional means of A_Iegst-square curve was fitteq to the V(_)Itage-velocity data using
Iglngs law (Goldstein[19]). This calibration procedure was re-

hot-wire calibration is to place the wire in a free stream where ted f h iti f the hot-wi ¢ th I si
uniform velocity profile exists and measure the velocity by a ri]-ea €d for each position of the hot-wire away from the wall, since

Pitot-tube

| Pin

30 mm 75mm X 75mm Plate

liable alternate means such as a pitot tube. Such a calibratio *]E wall interference effect depends upon the wire distance from

however inappropriate in the present study. First, at the distan QE wall. The calibration was redone after c_)bta_u_nlng the_measure-
from the wall at which we wish to carry out the measuremen ents to ensure that the results were not significantly different. A

(nearest to the wall being 11@m), hot-wire interference with the new calibration was also done if a new series of experiments were

wall may alter the response from that in a free stream. Second;:nﬂrr;?ndcioré ?Sh;rl;rﬁa?itgrﬂggte ;r:grl]r;egl g?gﬂ%ﬁ'zg‘e?:ﬁoﬁr%c?ﬁge’
is difficult to calibrate a hot-wire at low velocities of interest heref \5\’/ thep ultilize for calibration was laminar channel rov\?
The effect of wall interference on the hot-wire response has beé y o y

ean and root mean square velocities were evaluated from

examined by several investigators such as Will4], Collis and
ey ) 5,000 samples gathered at 1000 samples per second. The mean
Williams [15], Lange et al[16], Durst et al.[17], Bhatia et al. . . ., : . y
[18]. These studies addressed the determination of the correct\llc?rlfcny recorded'by a S'T‘g'e_ hotzwmz 820'3‘3 with the wire o
i ed along the-direction isq=(U“+V<)">. Near the wall, this

due to the wall by means of numerical, analytical or experimentg

techniques. There is no clear agreement among the studies, h \Z{/E]m'tya'rz”g?vtvg\;ﬁre Y;rﬁnniﬂgnﬁqlf:tlem;xtp: tr_natia;nxyglgcllty
ever, on the means to correct the hot-wire response for wall inter= gp pIng p P - S

ference. In the present study, a technique was adopted that nce except in this region, the measured valuegare utilized

‘ . determine wall shear.
passed the need to apply a correction based on an experimenta

correlation or numerical analysis. The wire calibration in the Experiment Flow Conditions. The near-wall flow field has
present study was carried out in the exact same position as in Been examined at/B locations ranging from 1-9. The experi-
actual measurements. Moreover, as pointed out by Bhatia et@kents encompasd/B ratios from 2—8 in increments of 1 and
[18], wire interference also depends upon the wall material. In ti/B=9.2 and Reynolds numbers of 10,000, 20,000, and 30,000.
present study, the wire calibration was carried out with the sarfer H/B>4, only a single Reynolds number of 20,000 was con-
probe/stage/plate assembly ensuring that the wall material in #idered. The investigation focused on near-wall measurements,
vicinity of the wire is the same during the calibration and thevith the smallest wall-probe distance beip3=0.0028 and the
actual measurements. Further details of the procedures adopéedesty/B about 0.35, wherg is the normal distance from the
are given below. impingement plate. In order to characterize the flow field outside
A separate calibration was carried out at each probe distarafethe slot, velocity and turbulence profiles across the slot were
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also obtained atf —y)/B=0.3, 1.0 and 5.4, wheréH—y) is the

distance measured from the slot and along the jet axis. 1.0 (H-y)/B=03 J

—o—- (H-y)/B=1.0
—a— (H-y)/B=5.4

Uncertainty Analysis. A detailed uncertainty analysis using
Moffat's [21,22 computer-based data-reduction method
‘JITTER’ as well as Kline's[23] method was carried out. Uncer-
tainty in the determination of the mean and root square velocity is _ 06
considered first. These factors arise due to the fitting of data to > g |
King's law, due to deviation from linearity of the electronic ma- = g4} ’
nometer and due to uncertainty in position during calibration. This P"r.
uncertainty is 4% and 3% in the mean and root mean square o2l
velocity respectively for hot-wire distances from the wall larger - ) .J"r
than 510um, where typical velocities are greater than 3 m/s. At (m;gf’d
these distances the contribution from a/A® uncertainty in hot- 0.0 ‘ ‘ T e B
wire position to velocity calibrations is small. The same factors, 0.20 - {Hj§j/5;*3;3-
however, lead to an uncertainty of 11% in the mean velocity and ‘_& _..J%-_'_ (H-y)/B=5.4
6% in the normalized root mean square velocity, for the smallest
wall distance of 110um. The much higher uncertainties at this 015
distance are due to a higher contribution from uncertainty in po-
sition to velocity calibration. For wall distances between L
and 510um the uncertainty lies somewhere in between the two
extreme sets of values provided above. At these distances the
typical absolute velocities are less than 3 m/s.

With an uncertainty of 11% in mean velocity and 9% in dis-
tance(both uncertainties corresponding to the measurement point
with the smallest wall distangghe uncertainty in shear is esti- 0.00
mated to be 14%. Hence for typical nomir@| values of 0.005, T 20
the reported shear measurements should be considered to b
0.0050+ 0.0007.

<N,

0.05 -

) Fig. 3 Variation of mean velocity  V/V,, and normalized root
Experimental Results mean square velocity (v'v')%%V,, with x/B across the slot at

Single component experimental velocity data are obtained §f~¥)/ B values of 0.3, 1.0, and 5.4
the free jet region and the near wall regiofiB<0.35). A single
component measurement is adequate in these two regions because
the x-component velocity is insignificant in the free jet region and
the y-component velocity is insignificant in the wall jet region.growth in normalized root mean square velocity. Data it (
This was ensured by traversing the flow regions of interest withayy/g—5 4 show this behavior with normalized root mean
tuft for flow visualization. square velocity nearly 10 times as large as that Ht-§)/B

One exception to the above occurs for the near wall region aly 3 The peak values of root mean square velocity Ht (
x/B=1. At this position, fory/B values between 0.1 and 0.35, the_y)/g=0.3, 1 and 5.4 range from 12%—18%.

single component mean velocity data are contaminated by the
presence of &/-velocity component. The largest contamination Velocity Measurements. The primary goal of the present pa-
occurs aty/B=0.35 and at this location thé-component may be per is to obtain the variation of-direction velocities and root
as large as 14% of the measured velocity. This is based orimgan square velocities with distance from the impingement wall.
somewhat simplistic visual estimate of the flow angle using a tuftor the smallest impingement wall spacingttfB= 2, these data
At y/B of 0.1, the contamination was estimated to be as large ate shown in Fig. 4 for Re10,000, 20,000, and 30,000. We note
5%. It is difficult to estimate the flow angle at positions closer tbere once again that the unusually rapid increase /M., with
the wall thany/B=0.1, but one would expect thé-component to y/B near the wall fox/B=1 is indicative of ay-direction veloc-
be smaller than that gtB=0.1. This systematic error would leadity component contamination. This observation is consistent with
to a higher uncertainty of 19% in th@; values reported fok/B  continuity considerations and the measurements of Ashforth-Frost
=1.0. et al.[13]. At x/B=2 and 3, the maximum near-wall velocity is
Based on visual observations, the data at all the oth@rpo- observed to b&)/V=0.98 aty/B values of about 0.08. At larger
sitions for allH/B values was found to be free d-component values ofx/B, a decrease in the maximum velocity is observed
contamination. Contamination of root mean square velocity megith the point of maximum velocity moving to larggrB values,
surements, ofu’u’)°%V,, data due tdv'v’)*%V,, is negligible behavior typical of a wall jet. Th&J/V, data atx/B=2 and 3 for
since they(U+u")2+ (V+0v')2~U+u’ whenU is much larger R€=20,000 and 30,000 show that the peakv, values are the
thanV in the near-wall region. same as those for M0,0QO but occur at lowey/B values. Thg .
dependence of the flow field on Reynolds number shows similar
Free Jet Velocity and Turbulence Profiles. Experimental behavior at largeH/B values as well. Hence the flow field varia-
data were first acquired in the absence of the impingement walbn with H/B at higher H/B values is shown only for Re
The mean and root mean square velocity distributions across tag0,000, while the data at Re10,000 and 30,000 is placed in the
width of the jet just after the flow emerges from the slot are showdata bank.
in Fig. 3 for three different downstream distances given By ( Velocity profiles at Re=20,000 forH/B=3, 4, 5, 6, 7, 8, and
—y)/B=0.3, 1.0, and 5.4. Data immediately downstream of th@.2 are shown in Figs.(&8)—(g), respectively. The data show that
slot show a symmetric top hat profile with velocity uniform ovethe maximum mean velocity exceeds 0.96 forklB values up
—0.4=x/B=0.4 to within 2% of the maximum. The normalizedto 5, but begins to drop after that from 0.92 to 0.76 B
root mean square velocity reported heréusv')*%V,,, because increases from 6—9.2. This behavior reflects the fact that when
the flow is entirely in they-direction near the slot. Further down-H/B=5 or lower the impingement wall is located within the po-
stream as the jet spreads and the potential core diminishes, tigtial core(95% criterion of the jet. At largerH/B values the
centerline velocity begins to decay accompanied by a dramatiopingement wall is outside the potential core region of the jet
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and the speed with which the jet impinges on the surface begins to ve
reduce even before the presence of the wall is felt. 1.0 ;

Normal Stress (u’u’)/V? Measurements. The root mean 08t e ®YY :g Egg;;; I
square velocity data are shown in the form of the normal stress _ 45| o;};:ﬁ EHED sesees o ss¥r oy
(u'u’)/V? in Figs. §a)—(c) for H/B=2 at Re=10,000, 20,000, S ; !
and 30,000. For clarity of presentation, only the data frpiB 04 ¥ P . R
=0 to 0.06 is shown, and the remaining data from 0.06—0.35 are ~ ¢2| & Re-20000 | o VB2 R MBS
placed in the Databank. As seen from the figure, the normal stress g 1
(u'u’)/V? data are largely uninfluenced by Reynolds number. o0 ‘}

For this H/B=2, the peak(u’u’)/VZ value is about 0.04 and 08 L Eggggg Tivee e
occurs aty/B=0.03~0.04, roughly six to seven jet widths down- < osl ofar ; e X ]__‘": Lo ‘f s iy
stream from the jet axis. The characteristic near-wall rise in % ;&-"’ !

(u'u’)%5u_ is shown in Fig. &) at x/B=4 for three Reynolds o4l & ;

numbers of 10,000, 20,000 and 30,000 &h@=2. The absence 02l § 0000 |

of a significant decrease in normal stress beyond the wall jet re- ]

gion in the experimental results is due to the inevitable presence 00

of low frequency unsteady motion in the quiescent region. Hence 08l

any comparison ofu’u’)/V2, or (u’u’)%u, data reported here (T et AL LTI
with turbulence modeling results should be limited to the region § 08¢ Og;ﬂ"l::.v.--- y‘*ﬂi--"--oo'oOo==:l-
near the wall. 0.4 .

The effect ofH/B on the normal stress is shown in Fig$a)~ { @ I;/Bjézooo
(d) where(u’u’)/VZ is plotted forH/B=3,4,5,6 at a single Re 02 -gs = !
=20,000. The peaku’u’)/V? level reduces from about 0.038 to e —— ‘ ; : ; ;
0.027 asH/B increakses f?ror#Z—G. Moreover, location of the peak 0000002003 00A05006 010 015 020 025 030 035

shifts further downstream from about six jet widths to eight jet B
widths. The normal stress level as well as the off-axis location o, & \/4riation of mean velocity  U/V,, with y/B along im-
its peak may be important features that may help discrimin ﬁ?gement wall for Re =20,000 (a) H/B=C3/, (b) HIB=4, (¢c) HIB
between turbulence modef8,4]. Measurement data acquired ales, (d) H/B=6, (¢) H/B=7, and (f) H/B=8, and (g) HIB=9.2
Re=10,000 and 30,000, are not shown here for brevity and aggmbols as in Fig. 4
placed in the data bank instead. For a single Reynolds number of
20,000 data was also acquired féfB=7, 8 and 9.2 and these are
placed in the data bank.

Accurate measurement of turbulence level requires that the sen-
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Fig. 6 Normal stress (u’u’)lvi, contours for H/B=2 (a) Re=10,000, (b) Re=20,000, and (c)
Re=30,000. Contour 1 through 8 correspond to stress levels from 0.005 to 0.04 in increments of
0.005. (d) Variation of (u'u’)°% u, with y* at x/B=4 for H/B=2. Wall units are defined using
shear stress at each Re =10,000, 20,000, and 30,000.

sor, in our case a hot-wire, be smaller than the smallest lengitagnation region. Measurements of fully developed turbulent wall
scales present. In a detailed study of turbulence within the viscgess by Kamemotd26], Bradshaw and Gel7], and Wygnanski
sublayer using hot-wire probes of lendth (wire length in wall et al.[28] do show that the mean velocities follow the law of the
units) from 3.3-60, Ligrani and Bradshaj®4,25 found that a wall accurately toy* values of at least up to 50. With the objec-
wire lengthl ™ less than 20—-25 is required to prevent contamindive of examining the law of the wall hypothesis for the present
tion of the data due to the so-called “eddy-averaging effect.” Igonfiguration, data were acquired sufficiently close to the wall to
addition, they also found that the wire length/diameter rbttb ensure that at least two points would be within the viscous sub-
should be greater than 200. In a similar study Khoo ef20] layer everywhere along the target surface except in the stagnation
found the turbulence level to be independent of wire lengths foegion. The experimental data were plotted in wall units based on
I'* less than 22. In the present work, the wire length/diameter rafié assumption that the first point away from the wallo um) is

is 334. The wire length in the present work was 1.27 mm, corradthin the viscous sublayer and can be used to determine the wall
sponding tol * of 16—21 for Re=10,000, 21-29 for Re20,000 shear. _This assumption was ind_eed borne out to be correct as
and 32-45 for Re30,000. Hence the turbulence levels and th&hown in the subsequent discussion.

normal stresses at R&€0,000 and 30,000 are likely to be con- The experimental data for Re€20,000 andH/B=4 are shown
taminated by the eddy averaging effect. The error due to tH# four different downstream positionB=2, 4, 7, and 9 in Fig.
contamination is however not likely to be significant since th8 along with the law of the wall given by:

fraction of the energy contained within the range of length scales . + _ + +

that are not captured is likely to be small. In the viscous sublaye}J =y" for y"<5, u"=-3.055In(y") for 5<y”<26

this can be further confirmed from Fig(d where the variation of gng

the normal stress with distance from the wall is shown in wall

units. The normal stress distributions in the viscous sublayer for ut=5.0+2.44Iny") for y*>26

Il three R I 2 .
2e atrl;etfl e s?;;‘g (::/ e?]utrr?gj ;ﬁ?ﬁ%o\?vlir e ?e?n%gnggd?‘?o??éﬁ where a buffer layer has been assumed between the viscous sub-

45. The stress levels in this region are also in good agreemgﬁfer and the log-law region. The resuits $i8=2, 4, 7, and 9

with the data of Khoo et a[.20] in the boundary layer of a fully own in Fig. 8 indicate that expected _Imgar behawo_r n the vis-
developed channel turbulence flow, acquired with much smallgPys sublayer is o_bserved upyto~ 4. This linear behavior in the
wire lengthsl * from 3-22. viscous sublayer is observed at alB values for all Reynolds
numbers andH/B ratios at least up tg* values of 4. This be-
Law of the Wall and Wall Shear. We are not aware of any havior is similar to the behavior observed by Ligr4@B] for a
experimental studies that have examined the applicability of therbulent boundary layer over a flat plate in the absence of a
law of the wall on the target surface of a slot jet impingemergressure gradient. Due to the few numbers of data points in the
flow. Such studies do, however, exist for wall jet flows, a configusscous sublayer, it is difficult to establish the precise location at

ration that is similar to the present one, at least away from thehich deviation from this linear behavior occurs. The agreement
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Fig. 7 Normal stress (u'u )/VC, contours at Re =20,000 (a) H/B=3, (b) HIB=4, (c) HIB=5,
and (d) H/B=6. Contour 1 through 8 correspond to stress levels from 0.005 to 0.04 in incre-
ments of 0.005.

with the law of wall beyond the linear region is found to improveshear from the first data point wtB=0.0028, corresponding to a
with increasing downstream distane¢B. At the largestx/B y* value between 1.4 and 3.8 in most cases. The wall shear data
value of 9 examined, the experimental data follows the law of thige computed in the form of a friction coefficient defined as:

wall up toy™ of about 50. These observations are also valid at

other Reynolds numbers aht/ B ratios examined in the present

study.

Having ensured that at least the first two points in all data sets

Tw
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are within the viscous sublayer, it is possible to estimate wall
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ut for H/B=4, Re=20,000
(a) xIB=2, (b) xIB=4, (¢)

x/B=7, and (d) x/B=9. The law of the wall is also shown.
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The skin friction coefficient distributioffor each of the three
Re=10,000, 20,000, and 30,008long thex-direction is shown in
Figs. 9a), (b), and(c) at H/B=2, 3, and 4, respectively. A col-
lapse of theC; data for Re=20,000 and 30,000 is observed in
Figs. 9a)—(c) and hence a single dashed line is shown through the
mean of these two data sets. Representative error bars about this
dashed line at only a few/B positions are also shown for clarity.
As discussed earlier, the results JdB=1 cannot be relied upon
for estimate of shear with the same certainty as oxtiBrvalues.
Moreover, the skin friction coefficients fdd/B values of 2, 3,
and 4 are also nearly the same and not dependent on the target
wall to slot distance to within experimental uncertainty of 14%.
This is better seen in Fig. 18 for Re=20,000. While not shown
here a similar collapse also occurs for=RED,000 and 30,000.

The skin friction coefficientC for higher H/B values of 5
through 9.2 are shown in Fig. () for a single Re=20,000. A
notable feature of the lowd/B data in Fig. 10a) is the presence
of a secondary peak in the skin friction coefficient. As shown in
computations by Chalupa et 4830], while the presence of the
recirculation region at the confinement wall can lead to a second-
ary peak, the actual component near the impingement wall is
never significant compared to thecomponent. One observes that
the secondary peak is clearly absent from the datd/8t values
of 5 and larger. It appears that the location of the confinement
wall does not alter wall shear at the impingement wall at these
larger values ofH/B. These trends in skin friction withd/B
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Fig. 9 Variation of skin friction coefficient along the impinge-

ment wall for Re =10,000, 20,000, and 30,000 (a) H/B=2, (b)

H/B=3, and (c) H/IB=4

lish whether this discrepancy is solely due to the lack of correc-
tion for wall interference since the wall material used by Ashforth
et al.[13] is of considerably different thermal properties than that
used here.

Conclusions

An experimental investigation of a turbulent slot jet impinging
orthogonally onto a flat plate has been carried out. Hot-wire an-
emometry was employed to measure mean velocity and root mean
square velocity data with particular attention paid to the near-wall
region. It was found imperative to account for the effect of wall
interference on the near wall hot-wire data. In the present study,
this was done by carrying out a calibration of the hot-wire by
placing the entire probe/stage/plate assembly in a known flow
before measurement in the flow of interest.

The study provides experimental mean velocity data suitable
for validating fluid flow in slot impingement systems at Reynolds
numbers of 10,000, 20,000, and 30,000 farB ratios from
2-9.2. This data could be useful in developing and assessing tur-
bulence models in such systems without reliance on heat and mass
transfer data, which would require additional assumptions regard-
ing scalar transport. The peak value of normal stress near the wall
is found aty/B~0.025—-0.04, at a distance six to eight jet widths
away from the jet axis. The normal stress data for-R@,000 are
likely to be free of eddy averaging error. At the two higher Rey-
nolds numbers of 20,000 and 30,000, the wire length in wall units,
™ is between 21 to 45, larger than a recommended length of
22-25[20,24,29 leading to possible eddy averaging error. It is
shown by comparison with20] that the contribution due to this
error may be small at least in the viscous sublayer.

With the exception of the stagnation region where shear could
not be evaluated, it is found the velocity profiles follow the linear
behavior of the law of wall in the viscous sublayer. Skin friction
coefficients seem to have become Reynolds number independent

mimic the Nusselt number heat transfer behavior reported by Gat-a Reynolds number somewhere between 10,000 and 20,000.
don and Akfiraf31] from their measurements of local heat transsin friction behavior at the target surface in slot impingement
fer coefficient under similar conditions.

_ The mean velocity data of Ashforth et 13] can also be uti- gjot, however the variation among the thigéB values of 2, 3,
lized to determine skin friction coefficient. The so determined skigng 4 was found to be small. Moreover, the shear for these low

friction coefficient values are, however, consistently higher than/g configurations shows a clear secondary peak that is absent at
those reported here. Their velocity profiles in the viscous SURigherH/B values.

layer do not follow a linear behavior. Conversion to wall units

was carried out using their velocity data at the first point awayre pata Bank

from the wall to determine shear. It is however difficult to estab-
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Fig. 10 Variation of skin friction coefficient along impinge-

ment wall for Re =20,000 (a) H/B=2, 3,4 and (b) H/B=5,6,7, 8,

9.2
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systems depends upon the distance of the target surface from the

The full set of experimental data is presented in the file
“jzexp.xlIs” using Microsoft Excel version 7.0.
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Nomenclature
B = slot width

Ci = £,/0.5pV%, skin friction coefficient
d = diameter of hot-wire
D = diameter of circular jet in7]
H = distance from the slot and the impingement
plate
| = length of hot-wire
I™ = length of hot-wire in wall units
q = (U2+V2)0.5
Re = Reynolds number based on slot width
U = time-averaged meaxdirection velocity
u’ = root mean square velocity ixdirection
(u"u")%¥V, = nondimensional root mean square velocityin

direction
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Plane Turbulent Surface Jets in
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Department of Civil and Environmental This paper presents a theoretical and laboratory study of plane turbulent surface jets in

shallow tailwater. The main objective was to show that when the depth of tailwater is

Universigfngf”}\eligpt% finite,. the momentum flux in the forvyard flow in the .surfac.e jet decays appreciably with
Edmonton. Alberta Canada. T6G ZGf the dlstance from the nozzle producmg the surface_ jet. This decay is shov_vn to be c_;lue to
’ ' ' the entrainment of the return flow which has negative momentum and an increase in the

N. Raiaratnam tailwa_ter depth furthgr away from the nozzle produces this return flow. An extensive set of
Professor experiments, with different Froude numbers and offset ratios, was conducted to observe

Department of Civil and Environmentai and quantify the grovvth_of_ the surface jet, the decay of the velocity scale, and t_he mo-
Engineering, mentum flux and the variation of the volume flux. On the whole, the results from this study

highlight the effect of the tailwater depth on the behavior of plane turbulent surface jets

University of Alberta, when the ambient fluid has a limited extedDOI: 10.1115/1.1331556

Edmonton, Alberta, Canada, T6G 2G7

Keywords: Turbulent Jets, Limited Ambient, Free Turbulent Flows, Water Flow, Hy-
draulics

Introduction study of turbulent surface jets with finite depth of tailwater. It was
conducted to understand the nature of the jet growth, the decay of
the maximum velocity, the variation of the momentum and vol-
ume fluxes in the forward flow region of the surface jet, and the
effect of the depth of tailwater on these properties. Further, since

(Miller and Comings/4]; Goldschmidt and Eskinafb]: Heskes- "Re authors have recently suggested the use of supercritical sur-

. . - face jets for energy dissipation below certain types of hydraulic
tad[6], and Kotsovinog7]), it has been noticed that the momer."structures(Ead and Rajaratnafi3]), it was necessary to under-

tum flux decayed to some extent at large distances from the ori : -
of the jets. Kotsovino§8] noticed that the momentum flux could nd the effect of tailwater depth on the behavior of these surface

decay to about 80 percent of that at the source at a Iongitudi#}%ﬁs'
distance equal to 10D, for plane turbulent jets wherg, is the . : :
slot width. Kotsovinod 8] attributed this loss of momentum flux Theoretical Considerations
to the negative momentum carried by the entrained fluid which Assume a plane turbulent surface jet of thicknessvith a flow
approached the jet at an angle of abetit radians from the rate per unit width olQ,, and momentum flux per unit width of
forward direction of the jet. Based on an approximate integr o entering a rectangular channel horizontally at a height of
analysis, Kotsovinog§8] developed an equation to describe th@bove the bed of the channel as shown in Fig).1Let U, be the
variation of the momentum flux with the longitudinal distance/elocity of the jet at the nozzle. The downstream control gate is
from the nozzle producing the jet. Schneid® attempted to adjusted so that the depth of flow at the nozzle is equalzip (
explain this decay of momentum flux by combining the analysis Po) and that the surface jet enters the channel horizontally. Our
of the jet with the flow in the region surrounding the jet_experlmental observatlor(@resented Iat_eerhave shown that the
Schneider coupled the jet and the induced outer flow through miater surface rises gradually as the distardeom the gate or
mentum and volume balances. nozzle increases and this increase becomes important for flows
Swean Jr. et al[10] studied the variation of momentum andyvith finite depth of tainater._Assumg that, is the maximqm rise
mass fluxes as well as the growth for plane turbulent surface jéisthe water surface elevatiofsee Fig. 1a)) and thatdy is the
with limited depth of tailwater. They conducted ten eXperimenf.g,orrespond|ng rise at a section located ata Iongltydlnal distance of
to study the effect of the finite depth of tailwater on the chara from the gate. The maximum value 6f is .. which occurs at
teristics of the surface jet and to observe the variation of tHBe Section where the jet attaches to the bed. Assuming that the
momentum and volume fluxes and the breakdown of the surfa@éessure distribution is hydrostatic in the vertical direction, a lon-
jet due to the limited depth of the ambient. They also used tfgitudinal adverse pressure gradient is cr(_eated to _produce the return
experimental results of Vanvari and CHLL] and Rajaratnam and flow underneath the surface jet, for the jet entrainment. .
Humphries[12]. Their results showed a momentum decay and a Assuming hydrostatic pressure dlStrIbutIOl’_] on the V\(aII contain-
break down(or variation from that of jets in infinite ambignin N9 the nozzle and at the downstream section(dde Fig. 1a))
the velocity and length scales due to the jet confinement. TABd .that.the yelouty dlstr[butlon at the nozzle'and the.downstream
study of Swean Jr. et d10] provides a general understanding of€ction is uniform(see Fig. 1)) and neglecting the integrated
the problem of surface jets with a finite depth of tailwater. Thef?®d Shear stress between the two sections, the continuity and the
analysis did not consider the adverse pressure gradient in the fimentum equations could be written as

For turbulent jets discharged from slots or orifices in walls int
large ambients at rest, it has been generally assukbartson
et al.[1], Schlichting[2], and Rajaratnarf8]) that the momentum
flux would be preserved. In some experimental investigatio

mentum balance. As the depth of flow increases gradually in the U by=V(Zy+by+ 5..) (1)
longitudinal direction, it is important to include the excess pres-
sure due to this increasing depth. Mo—M..=y8,.(Z,+b,)+0.5y52 )

This paper presents the results of a theoretical and experlme%ﬁlerev and M., are, respectively, the uniform velocity and the

Comributed by the Fluids Endineering Division | bication in tiowa momentum flux at the downstream section &hglis the momen-
ontributed by the Fluids Engineering Division for publication in NAL
OF FLUIDS ENGINEERING. Manuscript received by the Fluids Engineering Divisiontum flux at the nozzle.

September 27, 1999; revised manuscript received September 8, 2000. Associate EqMUItIplying Eq. (1) by pV and rearranging, Eq1) is rewritten
tor: P. Bearman. as
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Fig. 3 Variation of
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() with the offset ratio (#) for different

_—=— 4
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Solving Eqgs.(3) and (4) we obtain a cubic equation ié as 020+
Fo = 1.60
6°+3(1+ 7) 02+ 2[(1+ n)?>—F2]0—27F2=0 B ol — Fe-240
Equation(5) has three real roots, one is positive and the other tw ____;Zi:ig
are negative. Since all the experiments had positive values.for =] e Fo=480
the positive root of Eq(5) was only considered as the relevans .| < 7@ ;"jj‘;‘;
solution. However, the negative rodthat represent a depression Equation (9) .
in the water elevationmay be relevant for other problems. The 41
positive root of Eq(5) can be written as
o 0 10 20 30 40 50 60 70 80 90 100

2 V(1+ 7)%+ 2F2 cod ¢pI3)— (1+ 7)

=

where ¢ is a function of » and the Froude numbéf, at the
nozzle equal t§U,/\gb,] and is described by the equation

_ [(1+n)?+2FRF
o G

With the exception of relatively small values of (<10 as
shown in Fig. 2, ¢ was found to be equal te/2. Using this value
of ¢, Eq. (6) reduces to

0=[N(1+7)?+2F5—(1+7)] ®)

Further,M., can be evaluated by combining E§) and Eq.(8) as

o= (6)

()

m—2=<<1+ 7)?+2F5) 12 9)

It is interesting to note that substituting in E§) with =0, (the

supercritical jet is on the bgdresults in a quadratic equation.

Solving this quadratic equation

6=0.51+8F>—3) (10)

which is closely related to the well-known Belanger equation.

Fig. 4 Variation of (M, /M,) with the offset ratio (%) for differ-
ent Froude numbers

decreases as the offset ratio increases. For the offset ratio equal to
100, ¢ decreases from about 0.5 fé,=7.2 to almost zero for
Fo,=1.6.

Equation(9) was plotted in Fig. 4 to show the variation of the
dimensionless momentum flux with the offset ratidor the dif-
ferent Froude numbers. Figure 4 shows that the Froude nulfper
appears to have no effect on the momentum decay,fgreater
than about 30. Figure 4 also shows that the momentum flux in
terms of that at the nozzle is equal to 0.04, 0.02, 0.013, and 0.01,
respectively, forp equal to 25, 50, 75, and 100.

Experimental Study

The surface jets were produced in a flume, 0.446 m wide, 0.60
m deep, and 7.6 m long, with aluminum bottom and Plexiglas
sides. Two pumps were used to supply the head-tank feeding the
flume. The discharge was measured by a magnetic flowmeter lo-
cated in the supply line. Water entered the flume through an open-
ing between two aluminum gates, provided with streamlined en-

Based on these theoretical formulations, the variationfof trances thereby producing an uniform jet with a thicknesb of
which is equal to the maximum rise in the water surface elevatigntailgate was used to control the tailwater depth in the flume. In

in terms of the slot width, with the offset ratig is shown in Fig.
3 as solutions of Eq8) for the jet Froude numbé¥, varies from

all the experiments, the tailgate was adjusted so that the jet issued
from the slot horizontally. False floors of different heights were

1.6-7.2. Figure 3 shows that for any given Froude number,used to produce the required offset distadge
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Table 1 Primary details of experiments (a) Expt. (4): Fo=7.20 Z,/b, = 50

0.50
EXp. b, (mm) Z, Gum) y, (mm) WGmm) U, (uis)  F,  Z/b, (G-Zob, R (x 10 040 “Y / I l
[N [} @ ©) © D ® ©® (10) 7030
1 5 500 505 446 1.60 72 100 1.00 8.00 = 0
2 10 500 510 446 0.75 24 50 1.00 7.50 ho.lo 1 mis
310 500 510 446 150 48 50 1.00 15.00 000 -
4 10 500 510 446 225 72 50 1.00 22.50 : N S
5 10 300 310 246 188 6.0 30 1.00 18.80 0.00 020 040 060 080 100 120 140 1.60 xli:) 2.00 220 240 2.60 230 3.00 320 340 3.60
6 20 500 520 446 213 4.8 25 1.00 42.60
7 10 200 210 446 0.90 29 20 1.00 9.00 (b) Expt. (5): F,=6.00 Z,/b, =30
8 10 100 110 446 125 40 10 100 12.50 030 [TT4
9 10 50 60 446 050 16 S 1.00 5.00 024 / /
E 018
o1z 1 mis
0.06 {‘
0.00 3 >
. . 000 020 040 060 0.80 L00 120 140 1.60 180 200 220 240 260 280 3.00 3.20 340 3.60
A Prandtl tube with an external diameter of 3.0 mm was used x (m)
measure the time-averaged longitudinal velocityelocity dis- (€) Expt. (9): Fo=1.60 ZJb, =5
tributions of the forward and backward flows were measure oos 1
along vertical sections at different longitudinal distances from ttz o, + e
nozzle producing the jet. Velocity measurements were also take oe —
when needed, downstream of the line of the jet attachment to 1 2/

bed. All the measurements were taken in the middle third of tt ee 02 o0 o0 oz 00 120 L0 160 180
flume. One transducer, of the Validyne modBIP45-16, was

used in the experiments to measure the pressure difference indi- Fig. 5 (a)—(c) Typical velocity profiles

cated by the Prandtl tube. The output of the transducer was con-

nected to a Macintosh lIfx computer. When the pressure differ-

ence was outside the transducer ragg5.4 mm, the pressure

connections were switched to a manometer board. The computdrerein gravitational effects are neglected and this assumption
displayed the results on a strip chart on the screen in real tinveas well substantiated by our experiments.should be pointed
When the required number of samplasually 5000 were re- out that if there is significant surface wave activity near the jet, the
corded at each point with a sampling rate of 40 samples/s, theceleration due to gravity g will have to be included in Bd).)
computer processed all the samples to obtain the mean value aisihg the Pi theorem, it can be shown that

the standard deviation for each variable and saved the results in an L 7 Udb
open file. The computer programs used in the experiments were € _§ |20 Zo70
written in Lab View Language. The method introduced by Kline b, b, v
and McClintock[14] and Kline [15] was used to estimate therq, |5rge values of the Reynolds number, viscous effects may be
accuracy of the veIc_>(:|ty measurements in our experiments. It Wﬁ‘églected and Eq12) reduces to
found that the relative error in velocity was equalt®.06 per-

cent and+6 percent fou equal to 1 and 0.1 m/s. It was estimated Le Z,

that the error due to viscous effect€hue [16]) was about 1 b_:fs b

percent for a velocity as low as 0.1 m/s. . ¢ ¢ o ‘

A total of nine experiments were conducted and the primarjhe experimental results are shown plotted in Fig. 6 wigtb,
details of these experiments are shown in Table 1. The valuesV6fSusZ,/b,. Figure 6 shows a linear relationship between the
the various parametersy,Z,,U,) were selected to achieve aeddy lengthL. and the offset distanc&,. The bestfit linear
wide range of the offset ratio and the Froude number. Seven offgguation shows that, is 6.5 timesZ,. Rajaratnan{17] found
ratios of 5, 10, 20, 25, 30, 50, and 100 were used. Experimefifds constant to be approximately 7.5. .
were conducted for Froude numbers equal to 1.6, 2.4, 2.9, 4.0The velocity measurements in the surface-jet zone show that

4.8, 6.0, and 7.2. The Reynolds number of the jet was in the rarig maximum velocityu,, occurs at or very near the free surface.
of 5000—43000. o test for the similarity of the forward-flow velocity distribu-

tions, the maximum velocity,,, at any station was chosen as the
. velocity scale. The length scalb, is the distance between the
Analysis of Results point of u,, and that of 0.8,,. Figure 7 shows the velocity dis-

As soon as the jet issues from the slot, a recirculating-floffibution in the partially-developed flow region. In this figure,
region starts to develop between the jet and the bed of the flutelm Was plotted againsty,—y)/b whereyj is the depth of flow
(see Fig. 1b)). Figures %a)—(c) show velocity profiles for offset at any stathn angl_ is the helght above the flume be_d, of the point
ratios of 50, 30, and 5, respectively, wikh,=7.2, 6.0, and 1.6. under consideration. This plot represents a station located ap-
These typical velocity profiles show the forward and backwardfoximately in the middle of the developing regitat x/b,=6).
flows. The bottom of the forward flow was estimated from thes@/ithin the potential core, the velocity is constant whereas outside
velocity profiles. For the profiles shown in Fig(ap, the jet at- the potential core, the distribution of the velocity is almost linear.
tached to the bed at a distance of approximately 3.2 m from theVelocity distributions in the fully-developed flow region
wall and this location was found using dye injection. For the cas€¥/Po=12) for the nine experiments are shown in Fig. 8. A study
shown in Figs. B)—(c), the jet attached to the bed at distances d¥f these profiles established that the velocity distributions are
2.0 m and 0.5 m, respectively. Several complete velocity prof”égml_ar. The similarity profile is almo_st linear. This Ilne_ar velocity
at differentx-stations from the gate were used to check for th@istribution has been observed earlier by Wu and Rajaraftiain
validity of the two-dimensional continuity equation. By integratand can also be observed in the results of Swean Jr g1Gil.
ing these velocity profiles, a maximum error of about 8 perceAiiere is some scatter in the data near the bottom of the forward
was obtainedwith most of the errors not exceeding 5 perOentﬂOW region and this coulq be due to the interaction with the back-
indicating that the assumption of a two dimensional model w¥4ard flow and the resulting turbulence.

L
x (m)

(12)

(13)

reasonable. Having found that the velocity profiles in the forward flow are
If L is the length of the recirculating regiofor the eddy Similar, it is necessary to study the variation of the velocity scale,
length, it could be written that U, and the length scale, with the distance. Figure 9a) shows
the decay of the maximum velocity,, at any section in terms of
Le=F1[Uq,bo,v,Z,] (11) the velocity of the jet at the nozzld, with the normalized dis-
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Fig. 8 Velocity distribution in fully-developed flow (xIb,=12)

Fig. 6 Variation of the eddy length with the offset ratio

tance from the gate/b,. The decay of the maximum velocity creases, the length of the first stage of decay decreases and the
shows the existence of two stages. The first stage representsrti@imum-velocity decay will be more rapid. It was also found
plane surface jet with large depth of tailwater and starts at the etimt the Froude number does not have any noticeable effect on the
of the development region. The decay of the normalized velocitglocity decay.

scale in this region can be described by the following equation A breakdown in the growth of the length scale,occurred in

all the nine experiments, as shown in Fig. 10. The location of this

Un 420 14y breakdown, where the rate of growth begins to deviate from the
U, \/Tbo (14) linear growth rate of surface jets in deep tailwater, was very close

The second stage of the velocity decay starts at a distgitem
the gate, where the observations begin to deviate from the cupgf.width was 0.065, which is somewhat smaller than the value
describing Eq(14) and the maximum velocity decays more rapof 0.07 found by Rajaratnam and Humphrigk2]. After the

idly. The value ofx,, varies with the offset ratio as shown in Fig.preakdown, the jet half-width grew at a rate which varied from
9(b). These considerations show that as the tailwater depth ¢ep07-0.033.

to the location where the corresponding breakdown occurred in
the velocity scale variation. The original growth rate of the jet

It may be observed from Figs(&—(c) that at anyx-station the
mean velocityu, in the reverse flow below the surface jet is al-
most uniform except near the bed. The variation of the mean

0.00 020 040 0.60. 0.80 1.00 velocity u, with distancex was found to depend only on the offset
0.00 +—— . ) . & ratio Z,/b,. The maximum value of the reverse-velocity,, ,
| was found to decrease as the offset ratio increased and can be
0.20 - Q described by the equation
0401 A (uﬂ —11%10°* (E) ~175 (r2=0.95 (15)
UO bO
0.60 @R _
If X;m, is the value of whereu,,, occurs,x,,, /b, was found to
2 0.80 oExpt. (2) increase with the offset ratio and can be described by the equation
£ mExpt. 3) .
2> 1.00 - OExpt. (4) Xr—m)=2.65{ —°)+7.65 (r?=0.99 (16)
b, b,
1.20 4 %g AExpt. (5) _ .
] A AExpt. (6) Equations(15) and (16) show that for an offset ratio equal to 5
1.40 and 100, the normalized maximum reverse velocity is 0.19 and
| B *Expt. (7) 0.08, respectively, and the normalized locations of these values
1.60 gt oExpt. (8) are about 33.50 and 285.25, respectively. _ _
] +Expt. 9) Then for every experiment, at each section where velocity ob-
1.80 P servations were made, the forward flow r&eand momentum

Fig. 7 Velocity distribution in partially-developed flow

=6)
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(x/b,

flux M per unit width were calculated as the sum of the fluxes
through thin stripgof thickness varying from 2.5—-20 mufigure
11 shows the variation of the relative dischar@¢Q, in the
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Fig. 9 (a) Variation of the maximum jet velocity with distance; (b) effect of the

offset ratio on the breakdown distance

surface jet with distance/b, and a number of interesting obser-Second, the maximum value of the relative discharge decreases
vations could be made from a study of Fig. 11. First, the relatifieom about 4 forZ,/b,=100 to 1.5 forZ,/b,=5. Third, the
discharge increases with the relative distance at the same rateligsharge variations in experiments 2, 3, and 4 were almost iden-
that of the surface jet with large tailwater up to a certain sectidital confirming the independency of the jet characteristics of the

and then deviates from it, to reach eventually the value of onéroude number. Ikqr,, is the longitudinal distance where the

relative discharge reaches the maximum valgg,/b, decreases
from about 200 forZ,/b,=100-about 20 foiZ,/b,=5. For a

24 -
surface jet with very large value &, /b,, the variation ofQ/Q,
1.20% o with x/b, should be independent of the offset ratio and for such a
2 jet, Q/Q,= constantk/b,)%% This equation is shown plotted in
Fig. 11 with the value of the constant chosen as 0.35. Detailed
Slope = 6.50% correlations for the various characteristics of the jet can be found
16 in Ead[19].
It was mentioned earlier that the surface jet loses a substantial
® Expt. (1) portion of the momentum flux as it travels downstream when the
S OExpt. (2) depth of tailwater is relatively shallow. Figure 12 shows the varia-
= mExpt. (3) tion of the normalized momentum flux of the surface jet with the
OExpt. (4) normalized distance from the nozzle for different offset ratios. A
N AExpL (5) relatively simple equation was found to describe this variation and
ABXpL (6) is written as
@ Expt. (7)
4] o Expt. (8) M T X
3.30% +Expt. (9 M—O—CO{(; . b_o a7)

0 80 160 240 320

400 480 560

xfb,

640

Fig. 10 Variation of the jet half-width with distance

Q/Q, =0.35 (wby)™

where ¢ is a function of the offset ratio and is given by the
equation

Expt. (1) Fo=7.20 Zo/bo = 100
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Fig. 11 Variation of the surface jet discharge with distance
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Fig. 12 Variation of the surface jet momentum flux with distance

Table 2 Measured and calculated momentum fluxes whole, the results from this study highlight the effect of limited

tailwater depth on the behavior of plane turbulent surface jets.

Z/b, L/o, MM, x,/b, M/M,
(M d) (Measured at x,/b,) {Equation 9)
100 640 0.05 640 0.01
50 320 0.06 320 0.02 Acknowledgment
30 200 0.03 320 0.03 . f
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Z,

8=8.8({b—+13.40) (r2=0.98 (18)
o

It can be seen also from Fig. 12 that the Froude number has noy,
effect on the momentum-distribution profiles. It should be remem-p,
bered that the great percentage of the momentum that is lost i|s°
converted into pressure in the form of a water depth increase. |
Table 2 shows a comparison between the measured and calculatgg
momentum fluxes. For offset ratios equal to 100, 50, 30, 20, andNT
10, the measured values bf/M, are equal to 0.05, 0.06, 0.03, M.
0.05, and 0.08 while the calculated values are equal to 0.01, 0.0y}
0.03, 0.05, and 0.08, respectively. Also shown in Table 2 are the(s
locations of the attachment sections and the locations where t@
momentum flux was measured. For offset ratie30, the momen- "
tum was measured in the uniform flow regiga section I-I or 5
further downstreaswhile for offset ratio equal to 100 and 50, the
momentum flux was measured at the attachment section. This is,
the reason why the measured momentum fluxes for these tw
offset ratios are relatively higher than the model values. Based opy"
the above results, it may be concluded that this model is quite, °
efficient in calculating the momentum flux in the uniform rowu '
region for surface jets in shallow tailwater. v

Conclusions X:
For turbulent surface jets in shallow tailwater, it was shown
theoretically and experimentally that the momentum flux is notg,
preserved. In the theoretical study, the momentum loss and the,,
pressure increase were evaluated at a section downstream of the
line of the jet attachment to the bed. The experimental results y
showed that the length of the return-flow region is about 6.5 timesy
the offset distance. The velocity profiles in the surface jet werey,
found to be similar, in the developing as well as in the developedzZ,
regions. Two stages were seen to exist in the decay of the maxis,

mum velocity. The rate of the velocity decay in the first stage was

independent of the relative depth of the tailwater whereas the’,
faster rate in the second stage depended on it. The length of thee
first stage of decay was directly proportional to the offset ratio. ¢
The length scale of the jet grew at a rate of 0.065 in the early stagey
and the rate of growth was much smaller in the second stage. Thenp
volume flux in the surface jet with limited tailwater was affected
significantly. The decay of the momentum flux in the surface jet v
with the distance from the nozzle was observed and correlated 6
with the offset ratio and the relative longitudinal distance. On the p
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tal arrangement.

Nomenclature

length scale for surface jet

slot width

supercritical Froude number at the slot
acceleration due to gravity

length of backward flow regiofeddy length
surface-jet momentum flux at any station
momentum flux in the uniform flow region
surface-jet momentum flux at the slot

surface-jet discharge per unit width

maximum value ofQ

value ofQ at the slot

correlation coefficient

Reynolds number

time-averaged velocity at any point

maximum value ol

velocity issuing from the slot

depth-averaged reverse velocity

maximum value ol,

uniform velocity of the flow when the jet occupies the
whole depth

longitudinal distance measured from the wall

the distance at which the velocity and length scales
breakdown

distance at which the surface-jet discharge is maximum
the distance at which the maximum reverse velocity
occurs

height above the bed

water depth at the gateZ,+b,

the depth of flow(equals toZ,+b,+ &)

height of the lower edge of the slot above the bed
increase of water surface elevation at a sectior of
distance from the wall

maximum value of8,

function of the offset ratio

function of the offset ratio and the Froude number
specific weight of water

Z,/b,

dynamic viscosity

kinematic viscosity

6. 1bg

density of water
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Introduction count for compressibility and viscous effects, probes are also of-
;[%1 calibrated over a range of Mach and Reynolds number.
Multi-hole probes are typically calibrated by inserting the probe
o a flowfield of known magnitude and direction. The probe is
en rotated and pitched through a range of known angles, to
fulate every possible measurable velocity inclination. For each

The multi-hole pressure probe is a cost effective, robust al
accurate method for determining three-dimensional velocity Vet
tor and fluid properties such as density and viscosity in any Uk,
known flowfield. For steady-state measurements, 5- and 7-hg§

mately 75 degrees and predict the flow conditions with high agscorded and stored in a database. Angle increments are typically
curacy. The use of measurement techniques such as Laser Dopplehe range of 0.5-5 degrees yielding a database with several
Velocimetry (LDV) and Particle Image Velocimet$IV) have a thousand data points, each with a pressure signature that is unique
number of disadvantages compared to multi-hole probes. LQ¥ that angle inclination and velocity magnitude. Unless the
and PIV require the use of costly components, such as lasers ighe is physically damaged, it will keep its characteristics and
optical equipment. Both methods are complex and require pairily one calibration is required for the lifetime of the probe.
taking alignment of the lasers and optical equipment to achieveSeveral methods of comparing the measured pressures from an
accurate flow predictions, and it is often impossible to get goaghknown flowfield with the calibration database have been devel-
results outside the laboratory environment. oped. Bryer and Pankhurf2] applied relationships derived from

A calibrated probe can be inserted into an unknown flowfield set of pressure coefficients over the different flow regions of the
and accurately predict the velocity vector by recording the poptrobe. On a 5-hole probe the measuring regions on the probe were
pressures and comparing them with a calibration database throuljfided into one low angle regime and four high angle regimes
a set of nondimensional coefficients. By interpolation of the resorresponding to the center port and each of the peripheral ports,
corded angles and pressure coefficients in the calibration databegspectively. The calibration data was used to derive empirical
the velocity vector is accurately predicted. The development ofr@lationships representing the relative angle inclinations and the
high-accuracy data reduction algorithm for 5- and 7-hole pressur@gnitude of the velocity vector in terms of the measured pres-
probes is described herein. sure coefficients. Using the calibration data points, polynomial

Historically, a number of different calibration techniques haveurve fits were generated that described the variation of the angle
been utilized for multi-hole probes, all with their own advantageand pressure coefficients throughout the calibration domain. Re-
and difficulties. A commonly used method for hemisphericdliniotis et al.[3] derived polynomial fits for calibration data for
probe tips has been to apply the potential flow equations forc@nical 7-hole probes. Further they divided the port specific re-
sphere to relate the flow angle velocity magnitude with the pregions into several sections thus increasing the number of regions
sure differentials measured by the probe. Kjelgddidused this for which polynomials were used to describe the calibration coef-
technique on a hemispherical tipped 5-hole probe. The potentigients. They created 8 regions describing the low angle flow
flow calibration method is a direct calculation of properties from gvhere the center port senses the highest prejssune 12 high
theoretical probe model. This approach is very sensitive to cof?9!€ regionsiwhere one of the & peripheral ports senses the
struction defects of the probe tip. Multi-hole probes are generaffijghest pressuje The method of subdividing the regions in-
desired to be small such that the flow disturbance caused by ffi§ased the agreement of the polynomial fit through the calibra-
probe can be kept to a minimum. When minimizing the probe ti%on points, but did not necessarily ensure well-behaved calibra-

construction imperfections become increasingly inevitable, al 8_r|1hsurfafes be.“?’?f? dﬁ“% points. foned lobal in nat
the relative impact of the imperfections is increasing. Thus € polynomial Tit techniques mentioned are global in nature,
theoretical model will be inaccurate because of discrepancies

6 at is: they generate polynomial fits for relatively large sectors or
tween the theoretical probe geometry and the physical probe. HFgons. Though Rediniotis et 4i3] reduced the region size by

. sphdividing the sectors, the individual regions were still large and
compensate for the manufacturing defects, each probe has to guld, depending on the density of the calibration data, contain

calibrated individually using extensive calibration routines. To a?cfundreds of data points. Using polynomial fits for large regions

can cause the overall prediction accuracy to decline because of the

Contributed by the Fluids Engineering Division for publication in ticeJBNAL : : . e .
OF FLUIDS ENGINEERING. Manuscript received by the Fluids Engineering DivisionIarge number of calibration points the fit tries to model. Zilliag

February 22, 2000; revised manuscript received September 6, 2000. Associate E@librated co_nical tipped 7-hole prqbes _for use in flowfields with
tor: K. Zaman. high angularity. For each of the calibration points, the seven port
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Fig. 2 Seven-hole probe test envelope, shows Mach and Rey-
nolds number distribution in the calibration database for total
Fig. 1 Probe calibration tunnel configuration for 7-hole probe pressures of 117, 220, and 414 kPa

calibration

pressures, the total pressure and the known pitch and roll andlag gross Joule Thompson temperature effects. A secondary elec-
were recorded in a database. Sets of nondimensional angle Hifdheating system is used to set the final tunnel total temperature.
pressure coefficients were also stored in the calibration databak@e interaction of the temperature and pressure systems is depen-
For a calibrated probe in an unknown flowfield the seven pof#nt on the mass flow through the system. The tunnel operator
pressures were recorded and the nondimensional coefficients 88i€cts the mode of operation to maintain Mach number variations
culated. The sector is determined by the maximum recorded pré&ss than 1 percent of set value, tunnel pressure variations less
sure and the corresponding pressure coefficients in the datab®é& 0.7 kPa, and tunnel temperature variations less than 0.5°C. If
were identified. Rather than using a sector wide curve-fiting apt any time the tunnel conditions deviate more than these bound-
proach, he used an Akima interpolatidMSL subrouting of the ~aries the probe data acquisition system is paused then resumed
calibration data and thus approximate flow conditions were idehen the conditions are reestablished. The test envelope for this
tified. test is shown in Fig. 2. At each of the conditions in the test
Applying the two different approaches described above, the ,@nvel_ope the probe is calibrated in increments of 2 degrees in both
gional polynomial fit and the quasi-local data point interpolatiorthe pitch and yaw angle.
a method is derived to calculate a polynomial interpolation that is
local in nature. Using only a few selected data points that haye . .
similar coefficients as the measured coefficients, a low-order polyoCal Least-Squares Data Reduction Algorithm

nomial fit is created. Using this method the calibrated probe Ca”Description of the Calibration Method. Multi-hole probes

be inserted into an unknown flowfield at a known location ange generally calibrated by inserting the probe into a flowfield of

angle relative to the test area coordinate system. The port PreSown magnitude and direction. The probe is mounted on a tra-

sures from the probe are recorded and compared with the p&é sing system capable of pitching and rolling the probe. While

pressures in the calibration file through the independent non e flow magnitude and direction stays constant, the probe is

mensional pressure coefficients. WhenRheost similar pressure picpeq and rolled through a set of known angles relative to the
signatures are located in the calibration database, four low-or Riw direction keeping the location of the probe tip fixed. For
least-squares polynomialpitch and roll angle, total and static g5y of these sets of angles all of the port pressures from the
pressure coefficientare created using the data points and indes.one are recorded. A typical system consists of two stepper mo-
pendent coefficient values found in the calibration database. Fr Hs that can vary the probe anglés(pitch/cong and e (roll)

the total and static pressure coefficients the local total and stgfighin the ranges 0—90 ane 180 to 180 degrees, respectively.
pressures are determined. The predicted angles of the unknQWty, g high stepping resolutions the entire calibration domain is

flow is relative to the probe coordinate system. To get the anglgsyereq and up to several thousand discrete calibration points de-
relative to the test area coordinate system a simple transformat; ibe every possible angle inclination for the probe. The stand-
IS per_fordme'd usllngl thed ?robe rznountllng %eomc_atry. The Ve'°c'%?ne probe positioning system is shown schematically in Fig. 3.
magnitude is calculated from the total and static pressure Co€¥re ynysical construction and geometric properties of the calibra-
cients using perfect gas laws. Thus the velocity vector, both magsy, ig” will dictate the type of angles that are recorded in the
nitude and direction can be found for any unknown subsonic floW ibration process. Depending on the type of probe Gsbether
field. Four miniature 7-hole probes have been calibrated at NA aight, L-shaped or otheand the setup of the probe calibration
Langley Flow Modeling and Control Branch, and the data resulfa

. I . cility, the relative angle between the flow and the probe tip can
presented herein are from the calibration and data reduction Usild gefined in a number of ways. There are two typical angle
these probes. :

conventions widely used, both applicable to the probe calibration
. - L facility shown in Fig. 1. When a straight probe is calibrated in the
Experimental Facility Description probe calibration facility shown in Fig. 3 the recorded angles are
The NASA LaRC Probe Calibration Tunn@CT) is a variable the cone and the roll angles. The roll angle is the roll of the probe
density, pressure tunnel that can independently control Maahound its longitudinalstem) axis and the cone angle indicates
number, Reynolds number, and total temperature. The PCT cdine angle between the flow and the probe tip. When an L-shaped
figuration for 7-hole probe calibration is shown in Fig. 1. Thiprobe calibrated in the same facility the angles recorded will be
open return tunnel is supplied from a 3400 kPa bottle field aride pitch and yaw angle of the probe relative to the flow. The two
exhausts into either a baffled atmospheric trench or vacuudiiferent systems of angles are also used to describe low angular-
sphere. The air is preheated with a steam heater to compensatatjoand high angularity flow, respectivelfGerner and Maurer
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+6

<l

Fig. 3 Schematic drawing of typical probe positioning assem-
bly

[5]). The four probes used in the current analy§tsy. 4) are
“L-shaped” and most conveniently calibrated using pitch and
yaw anglesa, B). See Fig. 5.

Fig. 6 Cone and roll angle definitions

Data Reduction Algorithm. The data reduction algorithm is
designed to handle a wide variety of probe types and calibratigp
configurations. The user creates a probe profile that describes(ia
angle orientation for the calibrated probe, port orientation, calibra-

d yaw anglegused for low angularity floyto the cone and roll
gles(used for high angularity flowis (Figs. 5 and &

tion file format and the units of the data values. Thereafter the 6=cos (cosa cosp) @

calibration files are analyzed and the nondimensional angle and .

pressure coefficients are calculated. The conversion from the pitch b=tan 1 sina @)
tang

It is not necessary to use the two distinct coordinate systems

V6'35 internally in the calibration routine, however both the high angle
1.65 notation and low angle notation will be included in this discussion
CX—': > for completeness. The reference to low angle and high angle co-
f ordinates systems is based on notation found in literature. The
developed algorithm uses the pitch and yaw angle system inter-
19.1 38.1 12.7 nally due to simplicity and uniqueness of the andlé®re is no

ﬂ:

Connecting Tubes

Fig. 4 Schematic of 7-hole conical tip probe used by NASA
Langley (all dimensions in mm )

‘z

A<

Fig. 5 Pitch and yaw angle definitions

130 / Vol. 123, MARCH 2001

discontinuity at O or 360 degrees noll

Each sector on the face of the pralfégs. 7 and Bis identified
by the pressure port that senses the highest pressure for all pos-
sible flow inclinations within that sector. The flow over a 5- or
7-hole probe is divided into low-angle and high-angle flow re-

A7

B (yaw)

+¢ (roll)

+a (pitch)

Fig. 7 Sector view of a 5-hole probe
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Z —
p PP )
q
The pseudo dynamic pressutg,is defined as
(P +p)
P — (4e)

For a 7-hole probe in the low angle flow regingector 1 the
following definitions are used

_ 1 (PstPa—P7—Ps)

+B (yaw) AT a &
f— + — f—
b[;:(pzq P3) N (Ps p72.c:34 Ps) (5b)
+¢ (roll)
=(p1— Py) (50)
Yoq
+a (pitch)
q
" (p— Py >
Fig. 8 Sector view of a 7-hole probe tFs
The pseudo dynamic pressurtg,is defined as
_ (P2t pP3tpPstpPstpPetpr) (59
gimes. Low-angle flow is identified when pressure port 1, the ! 6

central port, has the highest pressure. High-angle flow is identifi
when the highest pressure is recorded in one of the periphelr&
ports 2—5 for a 5-hole probe and ports 2—7 for a 7-hole probe.

r a 7-hole probe in the high angle flow regifisector 2—7 the
owing definitions are used

The local velocity vector at any measurement location can be (pi—p1)
fully characterized by four variables. For low-angle flow these by= (6a)
variables are: pitch angle, yaw angleg, total pressure coefficient q
A; and static pressure coefficieA,. For high-angle flow the (pt=p")
variables are: cone angteroll angle¢, A, andA. These quan- by=——"7"— (6b)
tities are determined as functions of two non-dimensional q
pressure-coefficients formed from the 5 or 7 measured pressures: (pi— Py
b, ., bg for low-angle flow ando,, b, for high-angle flow(Redi- = (6¢c)
niotis et al.,[3] Everett et al[6]). q
For a 5-hole probe in the low angle flow regirteector } the q
following definitions are used = (6d)
(pt_ ps)
ba:(pfrp;—psps) (3a) The pseudo dynamic pressurg,is defined as
q
(p"+p)
(Ps+P2—P3—Pa) s I e— (6e)
bB:T (3b)
In the previous definitiong; is the highest measured pressure
(p1—py) (at theith por). Looking into the probe tipp™ andp~ are the
A=m— (3c) pressures measured by the peripheral holes adjacent ta, fort
q the clockwise and counterclockwise direction respectively. The
q input coefficientsh,, ,b, will be referred to abl andbg,b, will
s= (3d) be referred to ab2 in the remainder of this text because many of
(Pe=ps) the processes described below use both high and low angle defi-
The pseudo dynamic pressutg,is defined as nitions in the same manner. In the description of the local least-
squares data reduction algorithm, the 7-hole definitions will be
(P2t P3tpstps) used however the same principles apply to the 5-hole probe defi-
P (38) nitions.

For a 5-hole probe in the high angle flow regitsector 2—5the
following definitions are used

(Pi—py)
b= (4)
_(pT-p)
b,= q (4b)
(Pi—py)
A= (40)

Journal of Fluids Engineering

In the preprocessing scheme the probe calibration files are used
to create a new calibration database that contains for all velocity
inclinations all of the dependent and independent non-dimensional
coefficients described in Eqs(5a)—(6e). A scaling factor,
Ab2/Ab1, is introduced to bring the input coefficient scales on the
same scale and thus simplify 2D interpolation of values based on
Euclidean distances. This factor is defined using the maximum
and minimum values of the independent coefficients found in the
calibration file, and is stored in the calibration database:

Ab2 _ (bzc)max_(bzc)min
Abl (blc)max_(blc)min

()
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At,As,0,B,0,¢

Fig. 9 Typical local distribution of calibration point
Fig. 10 Local least-squares interpolation surface with triangu-
lation in the b1-b2 plane

Data Reduction Procedure. The calibrated probe is ready to
be used to determine the flow conditions in an unknown flowfield. ) o )
When the probe is inserted into an unknown flowfield seven port!n Fig. 10 the star indicates the test poitlg ,b2y) and the
pressures are recorded and the independent non-dimensional@g/es at the corners of the triangles indicate the closest selected
efficientsb1 andb2 are calculated. That id, andby for low calibration points b1¢,b2¢) that are also checked for the trian-
angle flow(center port senses the highest pressanelb, andb g_ulat|_on requirement. j’he}nanglgs are cal_culated by finding the
for high angle flow(one of the peripheral ports senses the highe@fréction of the vectorsi,, h, andf;. See Fig. 11.

pressurg The second step is to find the closest values of the A= APXAC (9a)
independent coefficients in the calibration file compared to the test !
values. The closest data points are found in terms of Euclidean ﬁzza’pxﬁ (9b)
distance

f,=BPXBA (%)

Ab2 2
dj= \/ ap1 (PLe)j—bly) +((b2c);=b21)*  (8) whereP is the test pointlf1y,b2;) andA, B, C are three cali-
bration points b1c,b2¢); . fi;, N, andn; are directional vectors

where the indey is the calibration point number ardi is the normal to theb1-b2 plane. If all the three vectors have the same
Euclidean distance from the independent coefficients of the tesi@igection the test poinP is within the triangle, otherwis® is

point (bly,b2y) to the scaledusing Eq.(7) independent coeffi- ouytside the triangle.
cients in the calibration filel(1lc ,b2¢); . Callibration points far from the tested poiim theb1-b2 plané

The coefficient definitions fop1 andb2 are sensitive to which are assumed to have little or no influence on the calculation.
sector senses the highest pressure. For a test point lying closerfirefore, a local interpolation scheme is used and only calibra-
the boundary between sectors, a method of selecting points frggh points close to the test point are used in the evaluation. A
both the sector with highest pressiftee primary sectorand up |east-squares surface fit technique is used to calculate the two flow

to two adjacent sectors is introduced. The adjacent sectors useghgles and the two pressure coefficients as functions of the inde-
nondimensional coefficient definitions in the primary sector tgendent input variables.

make the independent coefficientsl¢ ,b2:) from the different
sectors comparable. The overlap or sub-sector size is chosen as a=a(blb2) (10)

percentage of the maximum port pressure of the test point. Eafjlarly for g, 6, ¢, A,, and A;. The selected closest and
calibration point is given a three-digit number to identify the priyrjangulation-checked calibration poirgsiinimum number deter-
mary sector and any adjacent sectors. The algorithm will seargfined by the order of the polynomial surfacee used to calcu-

the calibration database for calibration points that have the salgg four separate interpolation surfaces. Each surface is calculated
or a specific combination of the three-digit code for the test poinising a polynomial with coefficients calculated by a least-squares

Example: Port 3 has the maximum pressure of 10.0 and we Usggyroximation method. For a first-order surface the following
multi-region overlap percentage of 25 percent. Say port #5 hafb@iynomial is used

pressure of 8.Qwithin 25 percent of max pressyrand all other
ports have pressures less than 6t within 25 percent of max f(b1b2)=ap+a;-bl+ay b2 (11)
pressurg

In Fig. 9 the diamond indicates the test point and the circles
indicate the calibration points. The algorithm will in this case P
consider calibration points from sectors 3 and 5 for the local in- T n, T 3

terpolation.

It is necessary that the selected calibration poititsc(,b2¢) A
be distributed around the test poiriil;,b2;) to obtain a well-
behaved polynomial surface and allow for interpolation rather P
than extrapolation. A procedure will check if the closest calibra- &
tion points in triplets form a triangle around the test point in the n,
b1-b2 plane. The original ranking of the closest points based on
Euclidean distanced;, can be altered to ensure that at all

possiblg the combination of the three overall closest calibration B*

points forms a triangle around the test point. Alternatively, four

sides or more could also be used. Fig. 11 Triangulation scheme in the  b1-b2 plane
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wheref can be any of the dependent variabtess, 6, ¢, A, Ag
andag, a;, a, are the least-squares polynomial coefficients. The
coefficients are calculated using the least-squares criterion de
scribed by

Determine probe type

and read test data
Next test poim—bl

Calculate non-dimensional
independent
coefficients for test point

N
S=> ¢?=min (12)
i=1

Assign current

whereN is the number of calibration points used in the approxi- calibration file

mation ando; is the distance from each separate calibration point
(e.g., [@c,blc,b2c))) to the closest point on the calculated sur-
face. The procedure will find the polynomial coefficietdag, a4,
anda,) that minimize the sum of the square of the distanegs,

By entering the measured input coefficientsl{,b2;) into the
calculated functionf(b1,b2), interpolated values foe;, Br,

0, &1, (A)T and (A are obtained. The angle or pressure

—Next cal. file—» l

Search for the closest data
points in the current
calibration file

Calculate predicted values
for angles, total and static l
pressures, Mach and Re

coefficient surfaces for the probe is assumed to be smooth locall —l Check for triangulation
and not exhibit any large gradients or discontinuities. The local —
least-squares method generates a surface that does not directly Caleulate the individual i

weights based on average

through all the calibration data points, but is rather an average
surface. A standard polynomial surface fit can exhibit large fluc-
tuations because the surface is required to go through all the da
points. The least-squares surface will moderate the effect of §
badly selected or measured point and create the best overall su
face fit.

predicted Mach and Re

l

Calculate final values using
interpolation weights

Calculate curve fitted
angles and total and
static pressure coefficients

The angles &1,87) for low angle flow, or @1, ¢1) for high-

5

Write final values

angle flow, and the pressure coefficienfg)¢, (Ag)T are given
directly by the least-squares interpolation. The total pressure an
static pressure are calculated from the nondimensional pressul

to output file

coefficients &)1, (AgT

Pe=pi— (A1 dr (139)
O
pS_ pt (As)T (1&))

Fig. 12 Data reduction process

The data reduction procedure described above is repeated for each

In Egs.(13a) and (13b) the pressurg; is the port with maxi- Separate test data point. The flowchart in Fig. 12 shows an over-
mum pressure andy is the pseudo dynamic pressure at the te¥few of the process.

point (from Eq.(8e) or (9¢)). The velocity magnitude and the flow
conditions are calculated using adiabatic, perfect gas relations
for air [7]. Mach number from total pressure and static pressur

2[7
M=1/5 ~1 (14)

B
Ps
Temperature and velocity magnitude are calculated from

= (1+M?/5) (15)

U=M-VyRT (16)

hi

S
£ompressibility and Viscosity Effects

The nondimensional coefficients have a slight dependence on
Mach and Reynolds numbefKrause and Dudzinski[8],
Ainsworth et al.[9], Dominy and Hodsof10]. Since the depen-
dence is small, the pressures measured by the probe in an un-
known flowfield can be used with a calibration file from any Mach
and Reynolds number to estimate the angles within a few degrees
and the velocity magnitude within a few percent. Approximate
Mach and Reynolds number for the flow is also obtained. Reduc-
ing test data with a calibration file from the same flow conditions
will yield the most accurate predictions, thus to obtain high pre-

The Cartesian velocity components are calculated from the f@liction accuracy throughout the entire subsonic regime, it is nec-

lowing equations

u=U-cosa-cosp (17a)
v=U-sing (A7o)
w=U-sina-cosp (17c)

The viscosity is calculated from the Sutherland law:
(T\% [To+S
\T+s

To

M= o (18)

where S is the Sutherland constant. For aiB=111K, ug

essary to calibrate the probe over a wide range of Mach and Rey-
nolds number. By reducing test data from an unknown flowfield
with a range of calibration files, it is possible to find the best-
predicted flow conditions by proper interpolation between the re-
sults from the separate files. Everett et[8l] introduced a com-
pressibility coefficient to correct for the Mach number effects. A
similar approach was attempted using a compressibility coeffi-
cient in conjunction with the interpolation based on the dependent
coefficientsbl andb2. No consistent prediction accuracy was
achieved with this method. Thus, in the luxury of having the
probes calibrated at a wide range of Mach and Reynolds numbers
in small increments, a data reduction based solely on the depen-
dent coefficientshl andb2 was chosen. The four probes were

=1.171€ -5 m?/s and T,=273 K. Reynolds number per unit calibrated at Mach numbers equal 0.1-0.8, with total pressure

length
Re U-p
T (19)

Journal of Fluids Engineering

(P;) at 117, 220 and 414 kPa which yields a Reynolds number
range from 2.510° m™* to 52-10° m~%. Each of the dotted lines
represents a different wind tunnel total pressure during the cali-
bration (Fig. 2.
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- Ptot=117 kPa
o Ptot=220 kPa;

1. - Ptot=414 kPa

b1

o %H'—%l:hb@&_ﬂ
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-

b2

00 041 02 03 04 05 06 07 08 09
Mach

Fig. 13 High angle b1 and b2 coefficients versus Mach num-
ber for total pressures of 117, 220 and 414 kPa
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04 = . . oo
0.2 | | o7
0 . , 08
0.0E+0 2.0E+7 4.0E+7 6.0E+7
Re/m

Fig. 16 High angle A, and A, coefficients versus Reynolds /m
at discrete Mach numbers

The algorithm creates a probe specific database using any num-

The nondimensional coefficients dependence on Mach abdr of calibration files, and will reduce a test point from an un-
Reynolds number are shown in Figs. 13—-16. The observed rangaswn flowfield with all of the calibration files provided in the
of values for the independent angle coefficiebts,andb2, are 0 database and store the predicted values from each of these. Aver-
to 1.7 and—2 to 2, respectively, and the ranges for the dependeage predicted Mach and Reynolds number are calculated and the
pressure coefficients); and A;, are —0.8 to 0 and 0 to 1.4, differences between these and the Mach and Reynolds number in
respectively. The scales for the nondimensional coefficients aretie individual calibration files are used to calculate an interpola-
the figures adjusted to these ranges. The specific calibration paloh function. This function will give the final results based on
analyzed has cone angle of 25 degrees and a roll angle of iiferpolation between the predicted values from the closest files in
degrees, however similar plots can be obtained at any angle withéims of Mach and Reynolds number. The interpolation function

the measurable regime.

1.5 4

0.5 | bl

b1, b2

b2
05 | — RO Pl T ——————+—O

-1

-2
0.0E+0

2.0E+7 4.0E+7 6.0E+7

Re/m

Fig. 14 High angle b1 and b2 coefficients versus Reynolds /m
at discrete Mach number

14 |, -0
o Plot=117 kPa
12 . - Ptot=220 kPa| | -0.1
Ptot=414 kPa
= 102
1|
1-03
0. M
2 E% 04 %
0.6
As 105
0.4 % | 06
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0 ; ; S : -0.8
0.0 0.2 04 0.6 0.8 1.0
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Fig. 15 High angle A, and A; coefficients versus Mach num-
ber for total pressures of 117, 220, and 414 kPa
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is given by

(209)

whereN is the number of files used in the interpolationjs the
individual weights for each of thé&l files, d; is the Euclidean
distance between the average predicted Mach and Reynolds num-
ber and the Mach and Reynolds in each of the separate Rilss.

an exponent to increase the sensitivity and enforce mostly use of
the files that are closest in terms of the Euclidean distance. The
final values are calculated by using the individual weights multi-
plied with the predicted values from each of the clog¢giles

N

fna= >, (W;-f))

(200)

where fg,, is any of the final estimates for the angles and pres-
sures,w; is the individual weights and; is the predicted quanti-
ties from each of thé\ closest files.

Uncertainty Analysis

Overview of Uncertainty Analysis. All measured values
have errors, all instruments have errors and all calculations using
experimental data have errors. Error is defined as the difference
between the measured value and the true value. It is often neces-
sary to estimate the error to be able to determine the confidence
that the measured or predicted result is within a specified range of
the true value. The expected errors from a measurement or pre-
diction will be referred to as the uncertainty and can be estimated
in several ways. Example: A calculatian(X,Y), depends on two
measurements{ and, that have associated random errors. The
maximum values of the two variables due to these uncertainties
are X max andY max, respectively. Thus, there is a possibility
that the result from the calculation will & X maxY max), how-
ever it is very unlikely that the maximum errors of the two vari-

Transactions of the ASME

Downloaded 03 Jun 2010 to 171.66.16.149. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



Table 1 Determining the uncertainties of multi-hole pressure Table 2 Low angle perturbed coefficient expressions
probe measurements

Expressions for low angle flow

Procedures
i b o(P1--P7,0P1--OP7, Pstatics OPstatics Protal » SProtal)
Investigate all sources of error b 4(P1-.P7,0P1 .- OP7, Pstatics OPstatics Protat » SProtal)
A combined analytical and numerical analysis of how SA 10w angid P1+-P7+0P1 .. OP7, Pstatic: OPstatic: Protal » OProtal)
uncertainties in the pressure measurements propagate SAs 1ow angld P1 - -P7,9P1 - 6P7, Pstatics OPstatic: Protal » OProtal

through the algorithm
Evaluation of the LLS surface fitting procedure
Evaluating uncertaintystandard deviation

of the algorithm using data verification test files

SR aR5x+aR6x+ +6R5 223
=|ax P T x, x, X (229)
Constant odds:
ables will occur at the same time. A more realistic measure for the R 2 R 2 R 2112
uncertainty is the most probable erfdrl]. In statistical calcula- SR= (‘9_5)( ) +(‘9_& bt ’9_5)( ) }
tions the standard deviation can be a measure for the most prob- dXq ! Xy 2 Xy "
able error or uncertainty. The standard deviation is for multiple
samples defined as The general form for constant odds uncertainty predictions was
N shown by Kline and McClintock13] to estimate the uncertainty
o= /iz (%—%)2 (1) in Rwith good accuracy. The constant odds uncertainty prediction
N&= requires that each of the’s are independent variables and that

. ) o they have a Gaussian error distribution.

whereN is the number of samples; is the individual sample  Each of the coefficientéR=b,,, bg, by, by, A, andAy
estimatex'is the average of all the estimates ani the standard \yere differentiated with respect to all the pressure terms (
deviation of the data. If the measurement errors have a neap ) Eight expressions are derived from the constant odds equa-
Gaussian distribution, the probability that the measurement (jgn shown abovéWenger and Devenpoft4]). Perturbed values
within one standard deviation valug=< o) is approximately 0.67 for each of the pressure dependent coefficients are found from
or 67 percent. This probability will in many cases be too low fofTaples 2 and B
an experimenter to have any confidence in the data. By increasingrnese expressions are used to create a modified version of the
the uncertainty of the error to two times the standard deviatiggcy) |east-squares data reduction algorithm. It is assumed that the
(x*20) a probability of 95 percent is achieved. It is important tyor introduced by the pressure transducer is normally distrib-
get a reasonable estimate for the uncertainty, since it can be jusfasy. To simulate perturbed pressure values a random Gaussian
unfortunate to overestimate the uncertainty as it is to underesjjstripution of pressure perturbations is created. The data reduc-
mate the uncertainty. An underestimation can cause false securiiyn algorithm uses six local calibration data points to estimate
while an overestimation can discard good data as being bad. fsfe test point. The 7 port pressures from each of these points are
many engineering purposes one standard deviation will descrifgrturbed using random values from the perturbation file. Also,
the uncertainty in the data and measurements that fall outsidefgf each calibration data point the four non-dimensional coeffi-
three standard deviations are considered unacceptable and ShEHJHts:bl, b,, A, andA, are calculated. A second set of per-
be discarded. In multiple-sample theory where a large number@fpeq coefficients is calculated from the expressions derived
data is recorded under the same conditions, the uncertaintyziSove(Tables 2 and Busing random perturbation pressure values.
reported as the mean value the standard deviation with given a|| the six calibration data points are perturbed in this manner,
odds or probability. However, in the case of finding the uncefssyiting in randomly perturbed non-dimensional coefficients and
tainty of pressure probe data, only one recording is done undefgerpolation surfaces. The reduction is executed and the results
particular set of conditions. The uncertainty of such systems cggm the perturbed analysis are compared to the results from an
be estimated using single-sample theory and is reported as {fgerturbed analysis. The uncertainty is defined as one standard
uncertainty with odds onlyMoffat [12]). deviation of the difference between the results obtained from the

Uncertainty Analysis of Local Least-Squares Algorithm. unperturbed surface and the results from the perturbed surface

To find the uncertainties of the local least-squares data reductidile 4

algorithm an extensive analytical and numerical analysis was per-grface Fit Evaluation. An estimation of the errors induced

Iﬁremgg(-);li—tzernp;crxe:esdhuor\/ﬁ tlcr)1 f'll'n:b;nf determine the uncertaintiesRfm using a linear least-squares interpolation technique was per-
Attention should also be directed to the problem of bias or

systematic error, which is error that is roughly constant through- ) » )

out the sampling of the data. Such errors can be due to errors in 12ble 3 High angle perturbed coefficient expressions

the reading of the reference manometer, hysteresis and temp«fE()&)-ressions for high angle flow

ture drift of pressure sensors and probe positioning and measure-

ment. Bias errors are ignored in this analysis because the exp@Hs(Pi-.P7,pP1..9P7,Pstatic: OPstatics Protal » SProtal)

menter should identify them and they can be accounted for. Err (Pl"p:(' 5p1"‘9’37’pstgtic"spstafic’gwta' +OPtotal )

due to nonlinearity and the averaged sequential recording of prgg: "o g€ P1--P7. G- 7. Psatic: Bsatic: Protal: Aot

. . . .UMs high angl&pl p7v5p1 5p7xpstatlcv5pstat|crptotalr§ptota

sures are summed up in an uncertainty in the pressure reading

The errors analyzed are errors due to the data reduction technique

and the interpolation routines Analysis of Error Propagatiohable 4 Calculated standard deviation using the analytical

through the Algorithm constant odds approach

There are two different ways to analyze the uncertainty, the

Data Standard deviation Units
worst-case approach or the constant odds approach. The uncer-
tainty of a functionR, that depends on a number of independent $itcf}{qctilne 00.1%937629 Heg]]
i X i i i . i . aw/Ro . e
variablesx; , with associated uncertaingx; , can be described as: Velocity 0.3212 [%]
Worst case:
Journal of Fluids Engineering MARCH 2001, Vol. 123 / 135
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Pitch Angle (deg] Fig. 19 Absolute yaw angle error in degrees. Mean error:

. . . . , 1 0.291, r iation: 0.0742
Fig. 17 Exact and predicted pitch and yaw angles for test veri- 0.0888, max error: 0.291, standard deviati

fication data

modified version of the LLS algorithm that only reads the test data

_ . . coefficients and finds the closedty Euclidean distangesix co-
formed. The surface fitting procedure in many conventional dalgicients in the calibration file and interpolates the value for the

reduction algorithms is found to be one of the greatest sourcesygk; yaia angle. The error is calculated as the difference of the LLS
error. A global surface fitting procedure_wnl complicate the StruGs culated angle and the exact angle calculated by the polynomial
ture of the surface because the probe tip surface on a small prag@yession for the model surface. The data reduction also selects

usually contains irregularities that will be reflected in the meagyich calibration points to use in the data reduction such that this
sured pressures and non-dimensional coefficients. Even sm thod can also serve as a measure for the quality of the data

sector sized surfaces have these problems when trying to fit @i+ search routine.
interpolation surface to all calibration points in that sector. A loc As described the surface fit is most probably not a smooth
least-squares approach can be more accurate, because the s d-order polynomial surface over an entire sector and the

is only covering a small segment of the probe and uses few d@{gtace might exhibit larger curvature locally. Several “worst
points. A Ilnear local least-squares surface can create a very goad . examples were analyzed by fitting a higher curvature sur-
approximation to the actual data assumed that there is dense g through fewer data points. However, the results from this

of calibration data. . analysis found that the contributing errors due to the local least-
; d usi K del surf = h of th as?@uares surface fit are negligible. Discrepancies between the fitted
periormed using a known model surface. For eéach ot the separglige, .o and the model surface were on the order of Tegrees

sectors on a 7-hole probe a surface was created using all fhe - . :
calibration data points belonging to that sector. A second-ord&r angle calculations and 18 percent for velocity calculations.

polynomial surface was created using surface fitting software. TheEvaluating the LLS Algorithm Using Test Verification Files.
resultant error (B of approximating a second order surface ovewhen calibrating multi-hole pressure probes, a common practice
all the calibration data points in each sector was reasonably go@&ito record a separate test file using noncoinciding data points.
The second-order surface will now be regarded as a model surfgdee pressures and the angles for the test file are recorded in the
because it contains similar characteristics as would an actual cglime sequence as the calibration data file such that it can be used
bration surface. Because the polynomial expression is known fas a verification of the quality of the calibration and the data
the surface, a grid of angle coefficients is created with correspondeduction algorithm. Several verification files from probes cali-
ing exact values for the angles. The new grid is created to haeated in laboratory conditions at NASA Langley are used to give
similar density and distribution of data points as the actual sus-measure of the uncertainties expected when reducing an actual
face. For the created range of test points the exact values for tbst data file. The following error histograms were calculated for
pressure coefficients and the angles are known through the f&uobe 1 using a data verification test file. The data verification file
model surface polynomials. The new test file is reduced usingisarecorded at Mach number 0.5 and a Reynolds number of about

14 . | 04 5 v i
A =] "
1.2 A Abs Pitch Error [deq] | | 0.35 ‘:'D o Abs Velocity Error [%] L
) 03 p A ‘
§ 1 oy o
b= =025 |...00 = 0 ——
508 8 ol o
w w02 I o - o
£06 |- — = o g
% iy 8 0.15 o =5 n] o DD Cars 2 o
L04las A < oo i no o P8 g o poog
< " AA 1 N | 0.1 5 oEg o DD 5 oo
02 Sy : — 005 | © o0 2 o5t
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o AAAA &&1 AAAAAA AAAzfmAm o AA/A&A@A@AAAA& ‘ o o a o ool oo o e i
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Test Point Number Test Point Number
Fig. 18 Absolute pitch angle error in degrees. Mean error: Fig. 20 Absolute velocity error in percent. Mean error: 0.116,
0.151, max error: 1.32, standard deviation: 0.173 max error: 0.370, standard deviation: 0.0862
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Table 5 Average standard deviations of a number of experi- d = Euclidean distance from calibration point to test
mental test verification files point
— - | = length
Data Standard deviation Units M = Mach number
\F;itcryRC(ilne 00.1%%%5 %geg fi = directional vector
aw/ro : e N = number of calibration points used by local least-
Velocity 0.3426 [%] squares approximatior? g
p = pressure
g = pseudo dynamic pressure
_ ) ) ) » R = universal gas constant

11.1° m™1. See also Fig. 2 for the range of calibration fil@rs Re = Reynolds number
terms of Mach and Reynolds numbpeised in the data reduction. S = local least-squares residual

The quality of the calibration and the data reduction is mea- T = temperature
sured using the discrepancies between the angles and velocity in U = velocity magnitude
the verification file and the predicted angles and velo@figs. u, v, w = Cartesian velocity components
17-20. w = interpolation weight

As seen from Tables 4 and 5 there is good correspondence % = average predicted value
between the calculated uncertainty and the measurement errors o = pitch angle
from the data verification files. B = yaw angle

) ¢ = roll angle

Conclusions 6 = cone angle

The multi-hole pressure probe is a cost effective, robust and A = offset angle for port orientation
accurate method for determining three-dimensional velocity vec- p = density o )
tor and fluid properties such as density and viscosity in any un- ¢ = distance from calibration point to the least-squares

known subsonic air flowfield. For steady-state measurements, 5- S}JrfaC? ‘ o .
and 7-hole probes are capable of resolving flow angularities up to & = Viscosity, Gaussian distribution bias
75 degrees and successfully predict flow conditions with high agubscripts
curacy. .
The nondimensional angle and pressure coefficients used inter? # = Pitch, yaw
nally in the data reduction algorithm have a very slight depen- 0. ¢ B cone, roll
dence on Mach and Reynolds number. A test point at a certain ~ - calibration
Mach and Reynolds number can be reduced with calibration d&{§™P" = compressible
taken at completely different Mach and Reynolds number and still = port W't.h maximum pressuré
predict the velocity vector, both magnitude and direction with calibration point number in calibration database

reasonable accuracy. However reducing test data with a calibra- ‘:' f f’t?tllc
tion file at the same Mach and Reynolds number will yield the T _ tgsétl

most accurate predictions. Thus to obtain high prediction accuracy
throughout the entire subsonic regime, it is necessary to calibr&eperscripts
the pfobe at a wide range of Mach and Rey_nolds r_lumbe_r. BY 4 = in the clockwise direction looking into the probe
reducing test data from any unknown subsonic flowfield with a = _ _ iy the counter-clockwise direction looking into the
range of calibration files, it is possible to find the best-predicted probe
flow conditions by interpolation between the results from the o
Separate fil(a\s' Abe’EVIatIOI’lS

An uncertainty analysis of the expected errors from 7-holel pv Laser Doppler Velocimetry
probe measurements was performed. Three different approachgg s Local Least-Squares
to determine the uncertainty were utilized: Evaluation of the LLS p|yv = Particle Image Velocimetry
surface fitting procedure. A combined analytical and numericalpCT = Probe Calibration Tunnel
analysis of how uncertainties in the pressure measurements propa-
gate through the algorithm and evaluation of the uncertainty of the
algorithm using data verification files. The results from the surfageeferences
fit analysis found that_the Contr_'b,ut'ng ?rrors due to the local [1] Kjelgaard, S. O., 1988, “Theoretical Derivation and Calibration Technique of
least-squares surface fit are negligible. Discrepancies between the a Hemispherical-Tipped, Five-Hole Probe,” NASA Technical Memorandum
fitted surface and the model surface were on the order of 10 _ 4047. .
degrees for angle calculations and #percent for velocity cal- 21 B o o o e, & e, e e atlonary Ofice,
culations. Both the analysis of the error propagation through the nNational Physics Laboratory, The Campfield Press, St. Albans.
algorithm and the uncertainty evaluation with test verification files[3] Rediniotis, O. K., Hoang, N. T, and Telionis, D. P., 1993, “The Seven-Hole
gave similar results. Angles can be predicted to within 0.6 degrees Probe: Its Calibration and Use,” Forum on Instructional Fluid Dynamics Ex-

. ) S . periments, 152 June, pp. 21-26.
and velocity can be predicted to within 1.0 percent both with 99[4] Zilliac, G. G., 1989, “Calibration of Seven-Hole Probes For Use in Fluid

percent confidence. Flows With Large Angularity,” NASA Technical Memorandum 102200, Dec.
[5] Gerner, A. A., and Maurer, C. L., 1981, “Calibration of Seven-Hole Probes
Nomenclature Suitable for High Angles in Subsonic Compressible Flows,” United States Air

Force Academy-TR-81-4.
a = po|ynomia| constant calculated by |east_squares [6] Everett, K. N., Gerner, A. A., and Durston, D. A., 1983, “Seven-Hole Cone

Probes for High Angle Flow Measurements: Theory and Calibration,” AIAA
method
_ . . .- J. 21, No. 7, July, pp 992-998.
A:, As = nondimensional dependent pressure coefficient [7] Ames Research Staff, 1953, “Equations, Tables and Charts for Compressible
b = nondimensional independent input coefficient Flow,” NACA Report 1135.

bl = nondimensional independent pitch or cone coeffi- [8] Krause, L. K., and Dudzinski, T. J., 1969, “Flow Direction Measurement with
cient Fixed Position Probes in Subsonic Flow over a Range of Reynolds Number,”

. . . . Proceedings for 15th International Aerospace Symposium, Las Vegas, Nevada,
b2 = nondimensional independent yaw or roll coefficient Pp. 217_2%3_ P yme 9

C, = nondimensional pressure coefficient [9] Ainsworth, R. W., Allen, J. L., and Batt, J. J., 1995, “The Development of
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Investigation on Turbulent
Expansion-Corner Flow With
kung-ming chung | Shock Impingement

Associate Research Fellow,
Aerospace Science

and Technology Research Center, Experiments are performed to study the interaction of an impinging shock wave and an
National Cheng Kung University, expansion fan in a Mach 1.280 flow. The expansion fan neutralizes the pressure rise
711, Tainan, Taiwan, ROC induced by the impinging shock wave. The mean surface static pressure shows a linear

combination of the effect of both perturbations. Surface pressure fluctuations, which are
associated with the characteristics of the perturbed boundary layer, indicate a transi-

tional behavior. This is related to a nonlinear phenomenon arising the simultaneous

action of the impinging shock wave and the expansion fan. The level of downstream
pressure fluctuation depends on the overall inviscid interaction strength.

[DOI: 10.1115/1.1343084

1 Introduction quires that the flow would be parallel to the wall downstream of

. . . orner. Thus there would be no inviscid shock reflection under
There has been considerable research in compressible turbuEerQ ent test conditions

boundary layers including shock wave and turbulent boundary
layer interactions(e.g., Morris et al.[1]; Zheltovodov[2], Bur 2.1 Transonic Wind Tunnel. ASTRC/NCKU transonic

et al.[3]; Unalmis and Dolling[4]; Gibson et al[5]) and Prandtl- wind tunnel is a blowdown type. Its operating Mach number
Meyer expansion flowse.g., Adamsor{6], Bloy [7], Goldfeld ranges from 0.2—1.4. A detailed description of the tunnel is given
[8], Chung and LU9]). However, there are few studies on theby Chung[21]. Major components of the facility include compres-
effect of an expansion corner on a shock wave interaction withsars, air dryers, cooling water system, storage tanks and the tun-
boundary layeChew [10], Hawbolt et al.[11]; Chung and Lu nel. The dew point of high-pressure air through the dryers is main-
[12]; White and Ault[13]). Another way of viewing the effects of tained at—40°C under normal operation conditions. A rotary
shocks and expansions is in terms of the rates of strain imposedpgatforated sleeve valve controls the stagnation presggje The

the turbulent flow(Bradshaw{14]). Examples of the extra rates of high-pressure air is discharged into the stilling chamber through
strain include longitudinal curvature, bulk compression, longitflow spreaders. Inside the stilling chamber, acoustic baffles,
dinal pressure gradient and streamline divergence. Previous stg@l€ens and a honeycomb are used to absorb control valve noise
ies (Smits et al.[15], Smits and Wood16]; Degani and Smits and to reduce the flow turbulence. The test section is 600 mm
[17], Smith and Smit18], Neves and Moin(19]) are mainly Square and 1500 mm long (i 2.5). In the present study, the
concerned with a single perturbation on the boundary layer, aff$t section is assembled with solid S|dewal_ls, perforated top and
simultaneous influence of different extra rates of strain needs to Bftom walls. Downstream of the test section, a model support
further studied. Bradshaw further noted that the effect of multipfirut is installed for sting mounted Pitot probe surveys.

perturbations may be not just the simple summation of the effectsy » paia Acquisition Systems. A NEFF 620 data acquisi-
of the individual perturbations. tion system and LeCroy waveform recorders are available for the
In this investigation, experiments are conducted to study t@?(periments. The NEFF 620 system is used to record the test
behavior of a supersonic turbulent boundary layer subjected to @hgitions, while a host computer, Digital Equipment Corporation
impinging shock wave and an expansion corner, Fig. 1. Surfaggec) Micro VAX 3500 minicomputer, controls the setup of the
pressure measurements and limited Pitot pressure surveys are RefEF system through high-speed interfaces. For surface pressure
formed. Although the mean surface static pressure distributiopfeasurements, LeCroy model 6810 waveform recorders are used.
reveal little about the flow away from the model surface, they amhe sampling rate in the present study is 200 ksamples/s. All input
footprint signatures of the flow. In addition, surface pressure flughannels are triggered simultaneously, either externally or by us-
tuations are related to the volume integral over the whole turbig an input channel as trigger source. Signals from pressure
lent boundary layer, and the amplitude is coupled with the locstansducers are digitized and stored in model 6810 modules, while
skin friction (Kistler and Cherf20]). Distributions of surface pres- a Twinhead 486 host computer with CATALYST software con-
sure fluctuation can indicate regions of flow unsteadiness induogdis the setup of model 6810 modules through a LeCroy 8901A
by multiple perturbations. interface. Also, external amplifie(&creon model E713are used.

2 Experiment. Experiments are performed in the ASTRC/W'th a gain of 20, the roll-off frequenc{8 dB) is about 140 kHz.

NCKU transonic wind tunnel. The incoming boundary layer is

developed naturally along a flat plate with an expansion corner
located 500 mm from the leading edge. Expansion corner angle b
is 5, 10, or 15 deg, while shock wayeedge anglegd=1, 3, or 5 M
deg impinges at the corner. In the present experiments,
expansion-corner angle is equal to or larger than the angle of
shock generator{=pB). The physical boundary condition re-

Contributed by the Fluids Engineering Division for publication in ticeJBNAL
OF FLUIDS ENGINEERING. Manuscript received by the Fluids Engineering Division
August 25, 1999; revised manuscript received November 17, 2000. Associate Editor:
D. Williams. Fig. 1 Test configuration

Journal of Fluids Engineering Copyright © 2001 by ASME MARCH 2001, Vol. 123 / 139

Downloaded 03 Jun 2010 to 171.66.16.149. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



Each data record possesses 131,072 data points for statist ~ 1.2 r T T T T
analysis. The data are divided into 32 blocks. Mean and stande 1 "
deviation(or fluctuating values of each block4,096 data poinis — vlU-(y/9)
are calculated. Variation of the blocks is estimated to be 0.43 ai 1.0 -
0.13 percent foC, andC,,,, values respectively, which are con-
sidered as the uncertainty of the experimental data. In addition,
study of Lagnelli et al[22] examine the available data of surface 0.8
pressure fluctuations in both incompressible and compressit,, L
flows. It is found thato,/q., varies with local Mach number and 3,

wall temperature ratio. For the present test conditieg/q., for 0.6

the flat plate case is about 1.8 percent, which is higher than tr 3

predicted by Lagnelli et al.«,/q.,~0.6 percent). This is consid- 04

ered due to the background noise with the presence of perforat ’

walls in a transonic wind tunnéDods and Hanly23]). The rea- r 1
sonable estimate on the true level of pressure fluctuations may 0.2 . 1 . l A

obtained by extracting the known tunnel noise sources. 0.85 0.90 0.95 1.00

2.3 Models and Instrumentation. The test model consists u/Ue

of a flat plate and an instrumentation plate. The flat plate, with a 4. o . . )
deg sharp leading edge, is 150 mm wide by 450 mm long, and iElg. 2 Normalized incoming boundary layer velocity profile
supported by a single sting mounted on the bottom of tunnel. For

surface pressure measurements, four instrumentation plates - )

(150-mm squanewith 0, 5, 10 or 15-0.1 deg expansion angle are[z_e_s] showed that the transition region under the present test con-
fabricated. The instrumentation plate and flat plate are buttéHion is close to the leading edge the flat plate. This indicates a
tightly together with O-ring material sealing the end faces. orfgrbulent flow at measurement locations.

row of 19 pressure taps along the centerline of the plate is drilled

perpendicularly to the test surface from 39 mm upstream of te Results and Discussions

corner to 69 mm downstream-(5.57<x*=<9.86). All pressure

taps are 6 mm apart and 2.5 mm in diameter. In addition r;13.1 Surface Static Pressure Distributions. Surface static
external shock generator consists of a sharp-edged plate an(?’ gssure distributionspl,/po) for the three impinging shock

S S Qngths are plotted in Fig. 3. The surface pressure is normalized
angle-of-attack adapter. The plate is tightened fo the adapterb@ the stagnation pressure. The inviscid static pressure distribu-

obtain the desired shock generator angle of 1, 3, m_IOEL deg. iops are also shown as solid lines for comparison. For the weaker
The shock generator assembly is mounted on the sting SUppor;r%Finging shock wave3=1 deg, Fig. &), the agreement of

s S - face static pressure with inviscid static pressure distributions is
that the inviscid shock impinges at the expansion corner. P P

H H i i *
For surveying the incoming boundary layer, a Kulite pressuﬁg'r’ particularly  at hlgher @ _The u.pstream .|nfluence<u
transducer(Model XCS-093-254 is installed inside the Pitot (=Xu/0) ata=5 deg ~1-2) is considerably higher than that
probe at 20 mm from the tip to ensure a fast response. The flat-
tened intake is 2.0 mm wide by 0.3 mm high to minimize the
displacement effect. A one-dimensional traversing mechanism T T 1T T T

the tunnel. Further, the position of shock generator is adjusted

used to move the Pitot probe vertically to build a detailed bounc 05 T @B= 1° __
ary layer profile. For surface pressure measurements, the sa 04 b LY _
type of Kulite pressure transducers is used. The diameter is 2. e s s ENE | |
mm, and the pressure sensitive sensor is 0.97 mm in diameter. o3k " ®,0%c0 0000 -
natural frequency of the pressure transducers is 200 kHz as quo L |(® s *v—v YV 4
by the manufacturer. The pressure transducers are flush-moun 02k |v 10 I_.+'_:_:_._=_-_;_L= a
and potted using silicone rubber sealant. The resolution of t L. s .
pressure fluctuations is limited by the finite size of pressure tran 0.4 —+——————+——+————————

ducer, i.e., there is high-frequency damping due to the transduc 05 (b) B=3° -

size. According to Corcos’s criteridiCorcos|[24]), the maximum r 1

measurable frequencf ,.,,.=UJ27r, wherer is the radius of gf 04 s B R B "0
pressure senspfor the present test conditions is about 87 kHz o# i I ®e00q0 i
: ; f _ 03 v —
assuming the convection velocity .=0.68J,.. However, the v YYYevyyy |
perforated screen of the Kulite pressure transducer may reduce 02 o "am _
frequency respons@erng[25)). el L] ]
ol

2.4 Test Conditions. In the present experiments, the tesi
Mach number is 1.280.01 for all the test cases. Stagnation pres 05~ (e p=5"
sure and temperature are 198.7 kPa and room temperature, re- i

spectively. The Reynolds number based on the incoming boun 0.4 3-.-.1_._._.-——0_.-._._‘? 7]

ary layer thickness Reis 1.8x10°. The undisturbed boundary 03 Ve YV s
layer measurements are conducted at 485 mm from the leadi 1 VERpgu®Wugmee
edge of the flat plat¢or 15 mm upstream of the expansion cor- 02k Ve -
nen. The incoming boundary layer thicknegss estimated to be L - 4
7.0=0.2mm, which is used as the scaling parameter for tr 4 X JL T S S [ Y [ N N

streamwise distance along the centerline of the instrumentati 6 4 -2 0 2 4 6 8 10 12

plates. Further, the normalized velocity profile appears to be ft
(n=9 for the velocity power law, Fig.)2 and no transformed
velocity profile is presented due to the limited resolution of Pitatig. 3 Mean surface pressure distributions, expansion corner
pressure survey near the wall. However, the study of Miau et affect
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Fig. 4 Surface pressure at immediate downstream of corners Fig. 5 Mean surface pressure distributions, impinging shock
effect

of =10 or 15 deg Xj; <0.5). Downstream of the corner, the h
flow is over-expanded. The over-expansion is more pronounce
higher . This indicates the dominant effect of the expansion f

ock strength. As the expansion-corner angle increases, Figs.
) and Hc), the impinging shock wave is “neutralized” by the

for the cases of weaker shock strenath. For stronger imoini pansion fan and the flows_ approach new equilibrium conditions
hock —3 or5d Fi @g .d 30) th 9 ¢ PINGIY ] few boundary layer thicknesses downstream of the corner.

shoc waved3 or €9, FIgs. ) af ¢ € upstream e gownstream equilibrium surface pressure with respect to in-
influence fpl’ae= 10 and 15 deg |r_10rease$u(f~v1—2) altho_ug_h th(_—:‘ viscid conditionsC,, ¢((Pe— P in)/d.) is shown in Fig. ).
upstream influence for=5 deg is less pronounced. This impliespeficit of downstream equilibrium pressure is shown for different

that the interaction region may depend on the overall interactig}nansion angles. It is noted that the flows gt 5 deg may not
strength(or inviscid pressure ratipg ., /Po) induced by the im-

pinging shock wave and the expansion fan. Downstream of the
corner, over-expansion of the flow is also observed for the test
cases of3=1 deg.

Further, the minimum surface static presspfg, downstream o
of the corner is summarized in Figsia} and 4b). Inviscid con- . L
ditions are also shown as short-dash lines for comparison. It ¢ °._
be seen that the deviation from inviscid conditions is more si¢ ™ o 7 - 7]
nificant asB increases. The over-expansion pressure rafig,( - v e 1
—Prinv)/Po) is replotted against the overall interaction strength. | 20
can be seen that over-expansion downstream of the corner is m
significant with larger overall interaction strength, up to eightee
percent of the stagnation pressure. At a location further dow
stream, the surface pressure approaches equilibrium and the r o, degree
tual influence of the impinging shock wave and the expansion fe
is clearer. For stronger expansion cases-(L5 deg), an equilib-
rium pressure is observed at aboul,Zdownstream of the corner. ' ' ' ' ' ' '
However, a pressure-drop induced by the expansion flow begi or by (b -
to reappear further downstream for weaker expansion cases
=5deg), in which a lower downstream equilibrium pressure i s Ne
obtained. This lower downstream equilibrium pressure could k& 10 Ny 7
due to a mixing loss associated with the interacti@hew[10]). L . .

Surface static pressure data are replotted to show the relat ;
effect of impinging shock wave on expansion flows, wh@e
=0 deg represents expansion flow without shock impingemer
For a weaker expansion floww& 5 deg), Fig. 5a), it can be seen
that the agreement with the inviscid distribution is fair f6r Plr,im/Po
=1 deg but not forB3=3 and 5 deg. The interaction region, in-
cluding upstream and downstream influence, increases with thEig. 6 Deficit of downstream equilibrium surface pressure

o
|

h ot om T
L4

mnd40

0.1 0.2 0.3 0.4 0.5
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reach equilibrium conditions within the measurement region an 6 . , T T .
the data are shown only for reference. Correlation of the da a
indicates that the downstream equilibrium pressure for a give "
expansion-corner angle falls further below the inviscid pressul
level as the shock strength increases. This phenomenon is mi
pronounced at lower. As mentioned above, this phenomenonX i — 2
might be due to a mixing loss associated with the interactions a1 ‘E == E‘—‘
neutralization of the impinging shock wave with presence of th o
expansion corner. Further, the pressure deficit is correlated wis
the overall interaction strength, Fig(8. It can be seen that the - 8
downstream equilibrium pressure falls further below the invisci

pressure with increasing i, /Po. This clearly shows the mutual 0
influence of the impinging shock wave and the expansion fan ¢

the interaction. B, degree

d N

v
%

£
&

N
T
]

<o
N
BN
(2]

3.2 Unsteadiness of the Interactions. Distributions of sur-
face pressure fluctuations are shown in Fig. 7. The surface pres-
sure fluctuationo, is normalized by the dynamic presstoe .

For =1 deg(Fig. 7(@)), the surface pressure fluctuation coeffiys ocation moves downstream of the corner (0.5 5 which

cientsC,, decrease upstream of the comer and reach a maximy considered due to the presence of expansion corner on actual

near the corner. Damping of upstream pressure fluctuations is CQlock impingement location and local flow fiefd, ey for all

sidered to be due to modification of the approaching boundatrp(e cases is summarized in Fig. 8. It can be seen@hgina for

layer by the interactions which increase the_ Ioc_al Mach ““”.‘bﬁ‘ t plate and 15 deg expansion corner is about the same for dif-
near the corner. The peak pressure fluctuation is due to an 'mﬁ-:rr'entﬁ and increases with shock strength for the weaker expan-
mittent behavior associated with the impinging shock. Downs Particularly forr=5 and 10 deg a8=5 deg, the amplitude
strgam of the cqrn;ehr , damping :‘)If |:;rest.sure fltuctggratltt))n rea%peg{sthe peak surface pressure fluctuations is considerably higher
and an increase In the pressure fluctuations a ‘3.’_’ ODSEIVED. nan that of other test cases. This higher peak pressure fluctuation
Th'.s‘ indicates th"?‘t the boundary layer is recovering to a new €Al" associated with a stronger shock strength and related to the
librium state. It is also observed that the level of downstreajf mitent behavior of the interaction. Moreover, it is also ob-
pressure fluctuation IS con5|dera_bly lower than that of the inco erved that the amplitude of the downstream equilibrium pressure
ing flow. The attenuation is considered due to the favorable PreRictuation at a given shock strength decreases at largerother

sure gradient induced by the expansion cor(@nhung and Lu words. the dampi ;
. h - , ping of the pressure fluctuations downstream of the
[9). As the shock strength increases, Fig&) &nd c), the basic corner is more significant for stronger expansion flows. The

characteristic shape of the surface pressure fluctuation distribut%\antream equilibrium pressure fluctuatiads, - of all the test
; F

P ses are summarized in Fig. 9. It can be seen that the downstream
%‘auilibrium pressure fluctuation for the flat plate flow with shock
impingement increases for highg However, the level of the
pressure fluctuations at a given expansion-corner angle shows
only slight variation withB. This means that the presence of the
expansion corner reduces the flow unsteadiness inherent in the

Fig. 8 Peak surface pressure fluctuations

the peak pressure fluctuati@®y,, ., increases in magnitude an

3 (Ia) E; =I1° L f, "] shock wave and boundary layer interaction. The data is further
e a | correlated with overall interaction strength, Fig. 10. The basic
o 5 feature of the correlation is a roughly constant downstream equi-
A A v 10'| A librium pressure quctue_ttiQnC(,,p,F%O.OOQ) atpe iny/Pp<<0.249,
) { /\ " s a gradual increase withipg ;,,/po=0.249-0.398 and a new
P ;3*—<§ / N equilibrium level atpg ;,,/Po>0.398(C,, e=~0.011). This transi-
A= '.w,\/ n A . X Lo X P, g L
L Wﬂ; tional behavior indicates the dominant effect of impinging shock
L 1 "l' L wave or expansion fan on the interactions, which also implies a
0 AL A A D L DL A nonlinear effect of the perturbations on the boundary layer at dif-
b p=3° ferent overall interaction strength.
4 . Further, examples of PDFprobability density function are
2 | | plotted in Figs. 11. Fow=5 deg and8=1 deg(Fig. 1(a)), the
% A
S | 72
) - A\ -
S akagig i
L A, s 1. - T T T T
0 b—+—————————F——F——— il o ]
- 4 ’ v ¢ v } 7]
©)p=5" o LR - .
4+ /\/K\ 1 N 12 |& 15 e 1
L / YR\ 4 R 2 o : ———— —— — : 1
2 SV © 0= - __ A 7]
ol bbb b b1 i 1
6 4 2 0 2 4 6 8 10 06 ' ; ' s ' 6
x* B, degree
Fig. 7 Surface pressure fluctuations Fig. 9 Downstream surface pressure fluctuations
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14 T T T T T T T T T served only at certain measured locations, ecy= 0.43 or 1.30.
L 4 Thus the intermittent nature of the flow is only a localized phe-
12l ' i nomenon, which corresponds to the discrete peak pressure fluc-
' tuations associated with impinging shock wave.
& r — —— 4
°\,,* 10 >~ »0/‘ i 4 Conclusions
o L 1 4 The presence of an expansion corner in a shock wave/boundary
08 —o | layer interaction has a strong effect on the upstream influence,
: downstream pressure and flow unsteadiness. The coupling be-
- tween impinging shock wave and expansion fan on the interac-
0.6 ) 1 L L L [ I L tions depends on the overall interaction strength, in which attenu-
0.1 0.2 0.3 0.4 0.5 0.6 ation of the downstream pressure and peak surface pressure

Prin/ fluctuation at a given shock strength are more pronounced at
e higher expansion-corner angle.

Fig. 10 Downstream surface pressure fluctuations as a func-
tion of inviscid pressure ratio Acknowledgment
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PDF shows a highly skewed signabeit=0.43 downstream of the The author also thanks Prof. Frank K. Lu of the University

corner. This corresponds to the intermittent nature of the signal @t teyas at Arlington for many helpful comments with the
the measured location. Also g= 3 deg(Fig. 11(b)), the skew- manuscript.
ness of the signal is observedxdt=1.30. However, for the case
of B=5 deg(Fig. 11(c)), the PDFs are near Gaussian distribution§jomenclature
at all measured locations, which indicate the random nature of the i .
signals. Forg=1 deg ata=10 or 15 deg, the PDFs show theCop = fluctuating pressure coefficient, /q..
similar feature of random signals. Furthermore, éhe10 degand Cp = Pressure coefficientpl, —p..)/q..
B=3 deg case, the PDFs show mildly skewed signals at furthep,r = Pressure coefficientpe — pe in,)/q--
downstream locations. The interaction spreads over a wider reM = Mach number
gion. Also, the PDFs oB=5 deg ate=10 or 15 deg show inter- P = pressure
mittency atx* =1.30. Based on the above observation, the PDF{l= = dynamic pressure
data indicates two important features of the signals. First, th&c = convection velocity _
skewness of the signals is observed only for some cases, in which® ~ distance measured along test surface, Fig. 1
Pr.inv/Po=0.249-0.398. As mentioned above, the downstrean¥ = normalized streamwise distanges,
equilibrium pressure fluctuation increases within this pressur&; = normalized upstream influence, /o
range. This transitional behavior indicates that the flow is basi- @ = expansion corner angle, Fig. 1
cally dominated by either the expansion fan or the impinging B8 = external wedge angle, Fig. 1
shock wave at lower and higheg /p,. Second, skewness is ob- & = Q;ﬂ?{:’r‘g gg\lljig?ig:]yol?)[/)?éstzlfrlfenﬁjztuations
o =
E = standardized variablep(,— pw,avg/p

] Subscripts
] F = downstream equilibrium condition
_ inv = invicid condition
- 0 = stagnation condition
] % = incoming condition
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Shock Wave Reflections in
s sennor | DUSt-GAs Suspensions

Professor
The reflection of planar shock waves from straight wedges in dust-gas suspensions is
0. Igra investigated numerically. The GRP shock capturing scheme and the MacCormac scheme
Professor are applied to solve the governing equations of the gaseous and solid phases, respec-
tively. These two schemes have a second-order accuracy both in time and space. It is
L. Wang shown that the presence of the dust significantly affects the shock-wave-reflection-induced
Visiting Researcher flow field. The incident shock wave attenuates and hence unlike the shock wave reflection
phenomenon in a pure gas, the flow field in the present case is not pseudo steady. The
Pearlstone Center for Aeronautical presence of the dust results in lower gas velocities and gas temperatures and higher gas
Engineering Studies, densities and gas pressures than in dust-free shock wave reflections with identical initial
Department of Mechanical Engineering, conditions. It is also shown that the smaller is the diameter of the dust particle the larger
Ben-Gurion University of the Negey, are the above-mentioned differences. In addition, the smaller is the diameter of the dust
Beer Sheva, Israel 84105 particle the narrower is the width of the dust cloud behind the incident shock wave.
Larger dust velocities, dust temperatures and dust spatial densities are obtained inside
this dust cloud for smaller dust particles. The results provide a clear picture of whether
and how the presence of dust particles affects the shock-wave-reflection-induced flow
field. [DOI: 10.1115/1.1331558
Introduction negligibly small.(7) The heat capacity of the solid particles is

Two of the more intensively investigated shock wave relat
phenomena in the past two decades have been the reflectio
oblique shock waves and the propagation of shock wave in du
gas suspensions. These two subjects were summarized, res
tively, in Ben-Dor’s[1] book and Igra and Ben-Dorl®] review

Lﬁ)nstant(S) The dynamic viscosity, the thermal conductivity, and
it specific heat capacity at constant pressure of the gaseous phase
pend solely on its temperatur®) Beside the momentum and

éﬁ rgy exchanges between the solid and the gaseous phases, the
gg—eous phase is assumed to be an ideal fluid, i.e., inviscid and

thermally nonconductive(10) The weight of the solid particles

thfswj]sosssebvlégﬁfjgﬁf] ?Ke?ggrl:e{@o.ur major types of Shock;::md the b_uoyancy force are negllgl_bly sm_all compared to the drag

orce acting on them(11) The solid particles are too large to

wave reflection wave configurations in pseudo-steady flows, =~ . . . e
— —— L Xperience a Brownian motionl2) The temperature within the
They are regular reflection-RR, single-Mach reflection-SM Solid particles is uniform.

galbrlgltlonal-Mach reflection-TMR, and double-Mach reflection- In additi_o_n to the a_bove general assumptions, the following
Surprisingly, to the best of the authors’ knowledge, only one°'® specific assumptions will also be used:

study, a numerical one, by Kim and Cha@d has been published 1 When a dust particle hits the wedge surface it sticks to it and

on the combined phenomenon of oblique shock wave reflectioiges not bounce back into the flow field.

in dust-gas suspensions. Unfortunately, their TVD-based numeri-2 The incompressible drag coefficient is sufficient to calculate

cal study was limited to only one case, a single-Mach reflectiahe drag force applied by the gaseous phase on the solid phase.

(SMR) that resulted from the reflection of a planar incident shockhe validity of this assumption will be discussed subsequently.

wave having a Mach numbé#t; =2.03 over a compressive wedge ) i ) )

having an angléd,,= 27 deg. They did, however, investigate this "€ Governing Equations. In the following, the governing

case quite thoroughly and conducted a parametric study in whigfuations for the considered flow as developed based on the above

they numerically investigated the influence of the solid particl@SSUmptions are presented. _ _

diameterd,, and the loading ratiog, on the resulted flow field. _ 1he two-dimensional unsteady compressible governing equa-

These facts motivated us to complement their study and condudtes for the gaseous and the solid phases expressed in a Cartesian

comprehensive numerical investigation of this phenomenon. ~ coordinates system, in a vector form, are
0Q; JF, IG;
—_—t—t+—=

Present Study ataxty (1)

The Assumptions. It is a common practice to employ the ) ) o )
following assumptions in studies of shock waves in dusty ladédherei=g andi=s indicate the gaseous and the solid phases,
gases(1) The flow field is two-dimensional and unstea¢8). The respectively. Her&; is the vector c_Jf the conservation varlab_les,
gaseous phase behaves as a perfect @asThe solid particles, Fi andG; are the flux-vectors an§ is the source term. Equation
which are identical in all their physical properties, are rigidl) can be rewritten as follows
spherical and inert. They are uniformly distributed in the gaseous

phase.(4) The number density of the solid particles is high pi pgu‘ Pivi
enough so that the solid phase could be considered as a continu- 9 | PiVi " J | piuitp 9| piliv;
ous medium.(5) The solid particles do not interact with each at| pivi X piu;v; ay pivi2+ Pi
other. As a result, their partial pressure in the suspension is neg- g ui(e+pp) vi(e;+pi)
ligibly small. (6) The volume occupied by the solid particles is 0
Contributed by the Fluids Engineering Division for publication in ticeJBNAL +Dy
OF FLUIDS ENGINEERING. Manuscript received by the Fluids Engineering Division = +D (2)
November 5, 1999; revised manuscript received September 6, 2000. Associate Edi- y
tor: J. Eaton. *q*xuDy*vDy
Journal of Fluids Engineering Copyright © 2001 by ASME MARCH 2001, Vol. 123 / 145
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NS g force exerted, per unit volume, by the gaseous phase on the dust
- 5 particles,q is the heat convected, per unit volume, from the gas-
eous phase to the dust particles. The total energy of the gaseous
phase is given by

Gas

Pyg
y—1

1 2 2
€y + Epg(ugﬂ;g) 3

Here, y=C,/C, is the ratio of the specific heat capacities. The
total energy of the dust phase is given by

Interface

_r S T + L W2 4
T ep_’y—l C_ppp p Epp(up Up) (4)
Fig: 1 Schematic illustration of the ﬂOW field to be solved and Here‘cs is the Specific heat Capacity of the dust partic|es Tﬁad
definition of some parameters. The interface separates the is the temperature of the dust phase. Finally, the equation of state

dust-free and the dusty-gas. for the gaseous phase is

Table 1 |Initial conditions for obtaining the various shock- P=pgRTg=(y—1)pyeq (5)
wave reflection configurations

whereRis the specific gas constant of the gaseous phasé& aisd

Type of reflection M; O the gaseous phase temperature.
Regular reflection-RR 203 60 deg In order to have a set of'governing equations that can be inte-
Single-Mach reflection-SMR 203 27 deg grated, the source terms in the r.h.s. of Eg). should be ex-
Transitional-Mach reflection-TMR 3.00 27deg pressed in terms of either known parameters or the dependent
Double-Mach reflection-DMR 6.00 35deg  parameters. This is presented in the following.

Momentum is exchanged between the gaseous and the solid
*Identical to Kim and Changd]. phases by means of the drag forBg,which can be expressed in

terms of the drag coefficien€p

The plus(+) and the minug—) signs in the r.h.s. of Eq2) are ‘Dx _ 3 pgPp . [Ug—Up [(Ug—Ug)2+ (vg—vo)2]Y2  (6)
for the gaseous and the solid phases, respectipelg, the spatial Dyl 4 pd, Plog—uvp- 9 P g p

density,p; is the partial pressure of phasébte that based on the o ) )
assumptiongs=0 and hence, is also the suspension pressure, The drag coefficienCy, is usually expressed as a function of
p), Ui, andvi , are thex- andy_components of the Ve|ocity of the the dust parthle Reynolds nUmber,ﬁeﬂ the present study, the
gaseous phasB, andD, are thex- andy-components of the drag correlation proposed by Clift et gI5] was adopted.

;

C
1pm SpLm 0pm no dust
_ (a) B (b) H (c) _| (d)

Fig. 2 The flow fields (A-constant flow Mach number contours, B-constant
gaseous phase density contours, and C-constant dust phase spatial density
contours ) and the wave configurations of a regular reflection (RR) for different
diameters of the dust particles:  (a) d,=1 um, (b) d,=5 pum, (¢) d,=10 um,
and (d) dust-free

s
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104m no dust
(c) (d)

Fig. 3 The flow fields (A-constant flow Mach number contours, B-constant
gaseous phase density contours, and C-constant dust phase spatial density
contours ) and the wave configurations of a single-Mach reflection (SMR) for
different diameters of the dust particles: (@ dp=1pm, (b) d,=5pum, (c)
d,=10 um, and (d) dust-free

4 sult in significant changes from results obtained by the use of
@(1+0.15 R%GW) “incompressible drag coefficients” for flow Mach numbers that
Cp= 24 0.42 are considered in_this study. Ha_d_the flow Mach numbers been
——(1+0.15 R(%687)+ - higher “compressible drag coefficients” must have been used.
Re, (1+42500 Rg 9 The experimental study of Kurian and DEg| justified this ap-
Re. <80 proach. In that study, they compared their experimental results to
for &= 3 (7) the predictions of a general attenuation law that was developed by
Re,>80 Olim et al.[8] using the “incompressible drag coefficient” given

It should be noted here that Igra and Ben-[§6r2] showed by Eq. (7). The good agreement between the experimental results
numerically that the use of “compressible drag coefficienfisg., and the empirical predictions clearly indicates that the use of an
drag coefficients which account for compressibjlitloes not re- “incompressible drag coefficient” is sufficient. In addition, it

Journal of Fluids Engineering MARCH 2001, Vol. 123 / 147
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10,u.m no dust
(c) (d)

Fig. 4 The flow fields (A-constant flow Mach number contours, B-constant gaseous phase
density contours, and C-constant dust phase spatial density contours ) and the wave configu-
rations of a transitional-Mach reflection (TMR) for different diameters of the dust particles: (a)
d,=1 pm, (b) d,=5 pm, (c) d,=10 um, and (d) dust-free

should be noted that the present study is a phenomenological one, pgl (Ug— up)2+(vgfvp)2]1’2dp
it presents for the first time comprehensive results of the reflection Re,= (8)
of oblique shock waves in dust-gas suspensions. Since experimen- Hg

tal data of this phenomenon do not exist we cannot compare our

numerical results with experiments and hence the known insignifiere, the dynamic viscosity of the gaseous phasg, is calcu-
cant contribution of accounting for compressibility in the dradfted using the following correlation proposed by Mazor ef@l.
coefficient can justify its neglection. Consequently, in spite the

fact that the flow under consideration is compressible an “incom- [T\ 065
pressible drag coefficient” has been used. ,u,g_/,Lgr(Tg) 9)
The dust particle Reynolds number, Rés defined as 9
no dust
(d)

Fig. 5 The flow fields (A-constant flow Mach number contours, B-constant gaseous phase

density contours, and C-constant dust phase spatial density contours ) and the wave configu-

rations of a double-Mach reflection  (DMR) for different diameters of the dust patrticles: (a) d,

=0.5pum, (b) d,=1.0 um, (¢) d,=1.5 um, and (d) dust-free
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Fig. 6 The distributions of various suspension properties Pure gas - D= llum """"""""
along the reflecting wedge surface in the case of a regular re- B Y e = i
flection (RR) for a dust-free case and three suspensions having D 5/LL m D 10/“Lm
dust particles with  d,=1 um, d,=5 pum, d,=10 um
Fig. 7 The distributions of various suspension properties
along the reflecting wedge surface in the case of a single-Mach

. L . flection (SMR) for a dust-free case and three suspensions
where uq is the dynamic viscosity at the reference temperatu{lgaving dust particles with  d,=1 gem, d,=5 em, d,=10 em

Ty
9r

Energy is exchanged between the gaseous and the solid phases
by means of heat convection. It can be expressed in terms of the

Nusselt number N& hd, /u, (his the coefficient of heat convec- ¥/a"9 et al[12]. A “Mathematical” validation, i.e., verification
tion), in the following way of convergence and accuracy of solutions with grid refinement,

has in fact been done by us on the GRP scheme, as well as by
6Nu Cpugpp other researchers on similar conservation laws schemes. A
a= W(Tg_Tp) (10) “physical” validation, aimed at the validity and accuracy of the
ps two-phase modeling, has been conducted with respect to shock
The Nusselt number here can be expressed in terms of the dugle experiments where a planar shock wave has been driven into
particles Reynolds number, Reand the Prandtl number, Pr, ina dusty gas suspensi¢8ommerfeld 13]). Given the serious dif-
the following way ficulties in setting up controlled experiments in dusty gas suspen-
_ 5505,0.33 sions, we have to rely on planar shock configurations as the sole
Nu=2+0.459 Ré Pr (11) experimental validation data. As for pure gas 2-D flows a detailed
The Prandtl number was considered to be constartQFrl.  “physical” validation can be found in Igra et aJ14]. The GRP
. . . . scheme is based on a Reimann problem solver and it is especially
The Numerical Method of SOIUt.'On' The Generalized Rie- suitable for handling flow discontinuities. Therefore, there is no
mann Problem(GRP shock capturing schgme and the MacCoreqy 1o employ artificial viscosity for smoothing solutions near
mac[10] scheme are applied to the equations of the gaseous 3}1 ontinuities
solid phases, respectively. These two schemes have a second or- ’
der accuracy both in time and space. The Numerical Results. A schematic drawing of the flow
A comprehensive description of the used GRP scheme canfledd under investigation is shown in Fig. 1. An incident shock
found in Falcovitz and Ben-Art4il1]. The way in which the solid wave having a Mach numbé; is propagating from left to right
phase(dus) is incorporated into the GRP scheme is outlined itoward a compressive corner having a wedge afgle The dust
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D=5/_Lm ———————— D=10/.1.m e Fig. 9 The distributions of various suspension properties
along the reflecting wedge surface in the case of a double-
Mach reflection (DMR) for a dust-free case and a suspension

Fig. 8 The distributions of various suspension properties having dust particles with ~ d,=1 pem

along the reflecting wedge surface in the case of a transitional-
Mach reflection (TMR) for a dust-free case and three suspen-
sions having dust particles with dp,=1pm, d,=5pm, d,
=10 pm The Flow Fields Associated With the Shock Wave Reflection
Configurations. Constant flow Mach number contoui), con-
stant gas density contou(B), and constant dust spatial density
contours(C) are shown in Figs. 2, 3, 4, and 5 for RR, SMR, TMR,
suspension extends downstream from the leading edge of theame DMR, respectively. Each of these figures consists of four
flecting wedge. The dust-loading ratio ig the diameter of the parts. Partga) to (c) show the numerical results of the entire flow
dust particles igl,, their specific heat capacity S5, and their field for three different dust particle diametei,=1, 5, and 10
material density 195 . um in the RR-, SMR-, and TMR-cases adg=0.5, 1.0, and 1.5
The numerical results will be presented in the following. Firstum in the DMR-casg Owing to the high compressions associated
the results which are common to all the four shock-wave reflegith the DMR smaller particle diameters had to be used in order
tion configurations, RR, SMR, TMR, and DMR will be presentedqot to violate the assumptions. For comparison purposes the
then results which are specific to each of these four configuratiosisove-mentioned contours for a similar dust-free case are shown
will be presented, and finally some results regarding the influengepart (d) of Figs. 2—5.
of the dust on the RR-MR transition will be given. The incident  Comparing the constant dust spatial density contfpasts C
shock wave Mach numbers and the reflecting wedge angles tb&Figs. 2a)—-2(c) (RR), 3(a)-3(c) (SMR), 4(a)—4(c) (TMR) and
were used to obtain the four shock-configurations are summarizg@)—5(c) (DMR)] clearly indicates that the smaller the diameter
in Table 1. of the dust particles the further they are carried away by the gas.
The loading ratio in all the above cases w@s0.23. In addi- This is a direct result of the fact that their inertia is smaller and
tion, in all the calculations the specific heat capacity of the dulence their acceleration is higher. In addition, the constant gas
particles and their material density were kept constanCat density contourgparts B of Figs. £a)—2(c) (RR), 3(a)-3(c)
=1.38 kJ(kgK) and p,=4000 kg/n?, respectively. These values(SMR), 4(a)—4(c) (TMR) and Fa)—5(c) (DMR)] indicate that the
were chosen in order to enable us to compare our dusty-SNiReraction of the interface, separating the rear edge of the dust
calculations with those of Kim and Chard]. The comparison cloud and the pure gas downstream of the incident shock wave,
indicated that the flow-field predictions of our code, which wawith the reflected shock wave generates a disturbance that be-
based on the GRP method, were very similar to those of theiomes stronger as the dust particle diameter decreases. It is also
code, which was based on the TVD method. evident that as the diameter of the dust particles decreases the
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Fig. 10 The gaseous phase density contours and the wave configurations of a single-
Mach reflection (SMR) with six different loading ratios (M=15, 0,=38°, d,=1 um)

disturbance causes the reflected shock wave to develop a revettsase figures consists of the following eight pat&s:the gaseous
of curvature[see parts B of Figs.(3) (RR), 3(@) (SMR), 4a) phase velocity(b) the gaseous phase temperaticgthe gaseous
(TMR), and a) (DMR)]. As a result the wave configuration of phase density(d) the gaseous phase presstrezall that owing to
the SMR (see Fig. ) looks similar to that of a TMR and the the assumptions this is also the suspension presseyehe dust

. ; ; P particles velocity,(f) the dust particles temperaturg) the dust
wave configuration of the TMRsee Fig. 4)) looks similar to articles spatial density, aril) the gaseous phase Mach number.

that of a DMR. It is also of interest to note that in the case of a :

g gures 6, 7, and 8 for RR, SMR, and TMR, respectively, show
DMR (see part B in Fig. &)) the presence of the dust causes thgye numerical results for three different dust particle diameters
lower part of the Mach stem to be pushed forward and to develgg =1, 5, and 10um) and Fig. 9 for DMR shows the numerical
a bulge. The bulge is more pronounced when the dust particles ?égults ford,=1.0um only. For comparison purposes the distri-
smaller. This phenomenon will be discussed in more detaiigitions of the above-mentioned gas properties for a similar dust-
subsequently. free case are also shown with solid lines.

R . . The following i ident f th Its sh in Figs. 6-9.
The Distribution of the Suspension Properties Along the Re- € following 1S evident from the resulls shown in Fgs

flecting Wedge Surface.The distributions of various suspension 1 The smaller the diameter of the dust particles is the larger is
properties along the reflecting wedge surface are shown in Figstle attenuation of the incident shock wave.
7, 8, and 9 for RR, SMR, TMR, and DMR, respectively. Each of 2 The uniform flow region that exists in a dust-free Riee the

Fig. 11 The gaseous phase density contours and the wave configurations of a double-Mach
reflection (DMR) with seven different loading ratios ~ (M;=3, 0,=42°, d,=1 um)
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Fig. 13 Dependence of the RR «—MR transition wedge angle on
the dust-loading ratio for M;=1/5and d,=1 pm

velocities and temperatures result in a situation in which the gas-
eous phase Mach numbefsee partgh) of Figs. 6—9 are not
much different from those of the dust-free gas.

6 Parts(c) and(d) of Figs. 6—9 indicate that the presence of the
dust increases the gaseous phase densities and pressures. It is
clearly seen that the smaller is the diameter of the dust particles
the larger are the densiti¢sarts(c)) and the pressurdparts(d)),
reached by the gaseous phase.

7 Parts(e)—(g) of Figs. 69, in which the distribution of some
properties of the dust phase are shown, clearly indicate that the
smaller the diameter of the dust particle is, the narrower is the
dust cloud.

8 Parts(e)—(g) of Figs. 6—9 also indicate that the smaller the
diameter of the dust particle is, the larger are the velocities, the
temperatures and the spatial densities that are reached by the dust
particles.

9 It is also important to note that the dust phase spatial density
profiles in the SMR-, TMR-, and DMR-caséparts(g) of Figs.

7-9 resemble a double peak shape in which the minimum is
associated with the point where the slipstream reaches the reflect-
ing wedge surface.

Loading Ratio Influence on SMR and DMRThe SMR wave
configurations that result from the reflection of an incident shock
Fig. 12 Blow-ups of the constant density contours (part Bin  wave,M;=1.5, over a compressive wedg,= 38 deg, in dust-

Fig. 5) illustrating the interaction between the wall jet and the gas suspensions having six different loading ratips0.23, 0.30,
foot of the Mach stem in the case of a double-Mach reflection 0.35, 0.40, 0.50, and 0.65 are shown in Figgal010(f), respec-
(DMR) tively. The diameter of the dust particles weds=1 um. It is

clearly evident from these simulations that as the loading ratio
increases the reflected shock wave and the slipstream become
fuzzier until they become completely dispersembmpare Fig.
plateau following the initial jump across the reflection point irl0(a) where a sharp slipstream is clearly seen with Fig(f)10
Figs. §a)—6(d) and Gh)) vanishes as the diameter of the dustvhere a slipstream is not visible at)allt is also seen that the
particles become smaller. width of the dust cloud decreases as the loading ratio increases.
3 Parts(a) of Figs. 6-9 indicate that the presence of the dudthis implies larger dust concentrations inside the dust cloud. In
reduces the gaseous phase velocity. This is a direct result of teeurn stronger disturbances at the interaction point of the rear
momentum transferred from the gaseous to the solid phaseedige of the dust cloud with the reflected shock wave are evident.
should also be noted that while the diameter of the dust particlesThe DMR wave configurations that results from the reflection
has no significant effect on the gaseous phase velocities in tifean incident shock waveMl;=3, over a wedged,,=42 deg, in
RR-case, in the SMR-, TMR-, and DMR-cases the dust partickispensions having seven different dust loading raties).10,
diameter has a noticeable influence on both the gaseous ph@ag®, 0.30, 0.40, 0.50, 0.60, and 0.70 are shown in Fig&)%1
velocity (parts(a) of Figs. 7-9. The smaller the dust particle is, 11(g), respectively. The diameter of the dust particles wigs
the smaller is the gaseous phase velocity. =1um. It is evident from these simulations that as the dust-
4 Parts(b) of Figs. 6—-9 indicate that the presence of the dusbading ratio increases the reversal of curvature of the part of the
reduces the gaseous phase temperature. This is a direct resutefiécted shock wave, just downstream of the second triple point
the energy transferred from the gaseous to the solid phasebécomes more pronounced. While it is hardly seen #e10.1
should be also noted that the smaller the diameter of the dBtg. 11(a) an almost 90 deg kink is seen fgr=0.7 (Fig. 11(g).
particle is, the lower is the gaseous phase temperature. It is also evident from Figs. 10 and 11 that the parts of the
5 The above-mentioned reductions in both the gaseous ph&éR- and DMR-wave configurations that are downstream of the
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dust cloud are practically unaffected by the dusty phase. For edanar shock waves over straight wedges in pure gases, the reflec-
ample, the parts of the reflected shock waves that extend from ti@n phenomenon in the dusty-gas case is not pseudo-steady.
point where they interact with the interface, which separates be-The resulted flow field was found to strongly depend on the
tween the rear edge of the dust cloud and the pure gas downstrehameter of the dust particles. Decreasing the dust particles re-
of it, to the point where they terminate on the horizontal surfacsulted in an increase in the density and pressure of the gaseous
are practically identical. Finally, it is important to note that thgphase and a decrease in its temperature and velocity.
triple point trajectory angles of the SMR simulations shown in A jetting effect was discovered in the case of a double-Mach
Figs. 1Ga)-1Qf), and the DMR simulations shown in Figs.reflection for small dust particle diameters. As a result of this
11(a)-11g), were found to be the same. Hence, it is concludgétting effect, a bulge developed on the Mach stem at its foot near
that the loading ratio does not affect the Mach stem height of aime reflecting wedge surface.
SMR and a DMR. A similar finding should be expected in the It was found that the interaction between the interface, separat-
case of a TMR, which is an intermediate reflection between amg the dust-free and the dusty-gas regions behind the incident
SMR and a DMR. shock wave, with the reflected shock wave resulted in a clear
. . disturbance that became more pronounced for smaller dust par-
The Jetting Effect. Figures 12a)-12(c) are blow-ups of the icje This disturbance manifested itself as a kin., a change
DMR wave configurations shqwn in parts B of Figeak-5(c), in. curvature in the reflected shock wave.
respectively. The above-mentioned bulge development process ig, 4y "t was found that the RRMR transition wedge angle
clearly seen in these figures to be a result of a jetting effegie reases linearly when the loading ratio increases.
similar to the one observed in loyw gasede.g., Li and Ben-Dor
[15]). In the case of the larger particles,=1.5um (Fig. 12c)
the front edge of the jet is seen to be lagging slightly behind thReferences
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The Computation of a Two- opposite signs. In this region energy is transferred back from the
fluctuation velocities to the mean flow. Abrahamsddi has

Dimensional Turbulent Wall Jet in an shown that even in a fully developed three-dimensional wall jet

External Stream the leading production terr®=—u’v’Ju/dy becomes negative
in this region. This behavior can only be shown if a relationship
for the calculation of the turbulent shear stress is used, which does
R. Tangemann not predict vanishing shear stress at the point of maximum veloc-
Assistant ity. Computations applying a Reynolds-stress model can show the
negative production of turbulent kinetic energy, however, with a
comparatively higher computational effort.
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Technical University, Graz, A-8010 Austria stress by Gretler and Meilet]
Tor (HLaZL)aUH_aLau L
B L T @

[DOI: 10.1115/1.1331557
is combined with an algebraic eddy-viscosity model using trans-
port equations for the kinetic enerdy and dissipation rate.
Here, and in the following equations,andy denote the coordi-

Introduction nate along and perpendicular to the wall, ancand v are the

An extended expression for the primary turbulent shear strdgSpective mean velocity components in these directions. The
combined with an algebraic Reynolds-stress model is applied rp)odel of Andreasso.n af‘d Svgns@ﬂns qbtalned when the term
the computation of a two-dimensional turbulent wall jet. Thig/ith the second derivative df in Eq. (1) is neglected. The eddy
model predicts the region with negative production of turbulenfScosity I' and the turbulent length scale are related to the
kinetic energy between the points of maximum velocity and vaffddy viscositys; and the Prandtl-Kolmogorov length scale
ishing shear stress, which is a characteristic feature of turbuléMSCh are used in the standakee model. . .
wall jets. The computed results are compared with measurement he authors are aware of the fact that this new model is not

and results obtained with kee model and a full Reynolds-stress rame inva”‘?‘”t and that this limits the applicability of the model.
closure However, this shear-stress expression has been successfully used

: . . b : for the computation of channel flow with unequal rough walls and
The numerical simulation of turbulent wall jets is very |mporr ating channel flow(Gretler and Meile,[4]) and turbulent

tant because of various engineering applications. Film-cooling h o - -
to be mentioned, as well ags all prigciglpv;s of boundary-layer%o _Ouette-Poiseuille flow&Gretler and Meild6]). The computation

trol by blowing. Other applications can be found in the paper arﬁf curve_d flows is possible with a slightly modified shear-stress
aeroplane industry. Even the flow over an automotive wind shiefgpressionGretler and Baltl[7], Baltl [8)). . L
Wall jets in an external stream have a dominant flow direction

is a type of wall-jet flow when the demister is activated. Further- o C
more, the wall jet is a very important test case for turbulencfl'end therefore itis §uff|0|¢nt to §0Ive the R?Y“O'ds averaged mo-
models because it is a turbulent shear flow which is influenced ngntum equations in their partially parabolic form.

a free stream and by a wall. T T 1 dp 20 0

Reviews on measurements of turbulent wall jets are given by U—tv—=———+v-—+—(—u'v’) (2
Abrahamssoti1], Tangemanri2], and Launder and RodB]. In 2 pox —dy" dy
this work, only two-dimensional wall jets in an external stream g dv 1p o 0
are considered. The flow configuration is shown in Fig. 1. The Ut —=———+pv—s+—(—v'?d) (3)
turbulent wall jet is characterized by the slot-widihthe jet ve- 2 pady dy" dy

locity u;, and Fhe eXteF“a' stream velociy . These equations have the advantage that a very fast and stable
Many experimental investigations of turbulent wall jets hav

shown that near the velocity maximum there exists a small regi?or;/gﬁrsd-marchlng solution procedure can be used for the compu-
where the velocity gradient and the turbulent shear stress haver o'\ and e-equations are used in a low-Reynolds-number

version proposed by Shih and LumIgy].
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Ya wherec,, denotes a model constant. Introducing the usual model
e J u assumptions for the dissipatientogether with
s N > yy
L=In=kYy (12)
4
& . .
i_Z( Y+ leads to the following relation for the unknown length sdale
i iYu
«‘b < Unm : K312
s = x|

P i»uj uv' =0 y‘,‘ Ve 1 L:C/:im? (12)

Y A 4
R I e L

If von Karman’s similarity hypothesis

5/ [

Fig. 1 Two-dimensional wall jet in an external stream

L=«

(13)
2

_Jde +ir9£ J ( 12 N de tef € P ‘ £
Yax T Vay T ay\lo, ey T T SRl - . . o
— s is applied in a small region near the maximum velocity, it follows
Jcu 5 thatL«|y—y,,| is a suitable approximation, wheyg, denotes the
+vy EYd (3)  location of the velocity maximum. This can be verified by differ-

entiating(13) with respect toy. In the resulting formula, the term
Ref containing the first derivative of the mean velocity can be ne-
(6) glected, which leads toL/dy~ «.
The eddy viscosityl'; can be obtained if one compares the

B k? expanded and the standard shear-stress expression in the region of
n= Cufu? (™) the wall jet near the point of maximum velocity, where a negative
shear stress and a positive mean velocity gradient may cause the
f,=[1—exp(a, Re+az Rei+as Re) ]2 (8) negative production of turbulent kinetic energy. Applying the
5 1 above-mentioned expressions foand JL/dy it follows that
k kY2
Re=-—, Ra=— 9) = =
_ u u
The high-Reynolds-number model is obtained when all the damp- —u’v'=l“tW(1+ K%)= Vta_y (14)

ing functions f,, f,, f, are set to unity and the extra term
v (9%ul 9y?)? is neglected.

Equation(1) is used for the computation of the turbulent shear
stress. The description of the algebraic Reynolds-stress model,
which has been used for the calculation of the turbulent normal
stresses, can be found in Ljuboja and R@d]. A complete de-

scription of the boundary conditions and the numerical solutiqqere, the constant,, can be interpreted as a turbulent Prandtl

procedure can be found in Tangemai®. All model constants nymber for momentum transport. Furthermore, it should be noted
are summarized in Ta_ble 1. '_I'he length sdaleust be related t0 pere that in order to reproduce the logarithmic law with B,
a length scale determined within the turbulence model. From the, \,oiue ofo- should be (& «?) in the constant-stress layer

m .

equation for the kinetic energy of turbulence with the Simp"ficaﬂowever the higher value,,=1+ «2 yields significantly better
tions valid in the. inertial sublayer, we can obtain the fOIIOV\'ingr‘esults ir; this region, comn[qaared with the experiments. So, for
WeII-knlownl relation Ibetwr:een ltge mixing leng#n and the applications using the logarithmic law as a boundary condition,
Prandil-Kolmogorov length scal the use of two different values of,, can be proposed. However,
|m:C;1I4/ (10) when using a low-Reynolds-number model, this possible subdivi-
sion into an inner region and an outer region with different values
of o, seems not to be necessary.
In the following transport equation, Diff( v') denotes the dif-
Table 1 Model constants fusion of the turbulent shear stress anig a dimensionless wall
function. A description of all included terms can be found in

Vi Vi

r,= =t
U1+ k% o

(15)

ke ARS Ljuboja and Rod{10].
eddy-viscosity concept C. 0.09 0.09
Om 1.18
K 0.43 Du'v’ a0 e 3¢
k-equation T 1.0 1.0 — i N2 T 21
g-equation 0': 1.3 1.3 Dt Diff (u"v") ~v ay Clk ot 1+ 2 le)
Ce1 1.44 1.44 N
C.r 1.92 1.92 —du 3
pressure-strain term cy 1.8 +cv'?—|1— =cif (16)
o 06 = oy 272
[ 0.6
’ cee 03
near-wall turbulence model gi ~1510* _1510¢ For a fully developed flow, the convection terms in E46) can
as -10.010°° —10010° be neglected. Under the assumption of local equilibrium near the
as —-5.010 0 —-5.010% wall, the wall functionf must reach unity. Then a comparison with
Eq. (1) yields (I',L/29%L/9y?dul 9y vanishes under these assump-
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tions) 4

v c, k? 1
[=—=-t_ -
o A g, € Ve 3 /‘/,/’O
- ™ _ b - Lo . -
— 2 14cy(1-2¢)) 1+ 3cych—cy k2 i 5 | sl
—_ u’v ! =§ 7 7 — —
c1+2c 3¢\ & dy 4
Cq 1+=——
2 C1q 1 4 U
. | —=3.300
— U
v — Diff(u"v’ a7 0 . , : I
1
¢ 1+53> 0 100 200 % 300
oL #*u Fig. 3 Location y, of vanishing shear stress for the wall jet of
L 5 F Kruka and Eskinazi [14] (O measurements, —— present model,
fffffff RMS[12], —--— standard k-& model).

The term with the mean velocity gradient represents the standard
eddy-viscosity formulation. The second term can be interpreted as
the modelling of the diffusion of the turbulent shear stress. There-

fore, the authors are of the opinion that the shear stress is trediéign decreases and its location moves farther away from the wall.
more realistically than in the standakeds model. The two vertical lines indicate the points of maximum velocity
and vanishing shear stress; the latter is always located nearer to
the wall. In between these two locations, which have been ob-
; : : tained with computations with the expanded shear-stress formula-
Comparison With Experiments tion, there is the region with the negative production of turbulent
~ Inorder to show the performance of the turbulence model givgihetic energy. The extent of this region is growing with increas-
in the preceding section, calculations for several test cases hayg distances from the slot. Only the results of the present turbu-
been carried out. The results are compared with measuremagtfce model are shown because with all three turbulence models

and computations with the standaide model and a full very similar velocity predictions are obtained.

Reynolds-stress closure using the commercial code "FIREL). The locationy. of vanishing shear stress for the wall jet of

The Reynolds-stress model of this code is based on a conceptidiika and EskinaZi14] is shown in Fig. 3. The computation with

Speziale et al[12]. the expanded shear-stress formulation gives better results than the

The development of the mean velocityfor different slot dis- other two turbulence models. The stand&r@ model and the

tancesx/b for the wall jet of Zhou and Wygnanski3] is shown Reynolds-stress closure tend to predict zero shear stress too far

in Fig. 2. For increasing distances from the slot the velocity maxway from the wall.

Figure 4 displays the productioR over the dissipatiors of
turbulent kinetic energy for the wall jet of Kacker and Whitelaw

v =0/ u; locity can be compared with available measurements. The two
m —=1695 vertical lines indicate the locations of zero shear stress and maxi-
—escaana . . . e mum velocity as obtained with the present turbulence model and
from the measurements, respectively. The extent of the region
with negative production of turbulent kinetic energy shows very
x/b=80 good agreement with the experiments. The stanétard model
cannot show this behavior. The result obtained with the Reynolds-
stress model exhibits a region with negative production of turbu-
7 1 T ®aag a4, . N lent kinetic energy; however, at incomparably higher cost and less
- accuracy.
ue
x/b=60
N 1
as oo P ]
£
0.6 - A
x/b=40 3
| ] R
° 0.2
Q A A~ BN~
x/b=150
x/b=20 02
T T T T i y T 0.06 01
0 5 10 15 20 25
y (mm) Fig. 4 Production P over the dissipation & of turbulent kinetic
_ energy for the turbulent wall jet of Kacker and Whitelaw [15] (O
Fig. 2 Velocity profiles u for the wall jet of Zhou and Wygnan- measurements, —— present model, —+—+—-— RMS [12], —-—
ski [13] (O measurements, —— present model ). standard k-& model).
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Flow in a Channel With Longitudinal

Conclusions Tubes
A combined algebraic stress model is proposed in order to im=

prove the predictions obtained with two-equation turbulence mo%—

els. This model, the standakde model and a full Reynolds-stress™~+ Y. Wang

model, has been used for the numerical analysis of twd/isiting Professor, Mem. ASME, Department of
dimensional wall jets in an external stream. The following corMechanical Engineering, National University of Singapore,
clusions can be drawn. Singapore, 119260 and Professor, Departments of

1 The results obtained with the combined ARS model and tMgthematics and Mec;hanical Engineering, Michigan State
second moment closure show better agreement with the measl/Biversity, East Lansing, MI 48824
ments than those obtained with the standarel model. Compu-
tations with the Reynolds-stress model are more costly in comput-
ing time than those with thk-¢ models. [DOI: 10.1115/1.1335496

2 With the combined ARS model and the Reynolds-stress
model it is possible to show the existence of a region with nega-Laminar flow in a channel with internal tubes occurs in
tive production of turbulent kinetic enerdy Better results con- Shell and tube heat exchangers, dialysis machines, and the cooling
cerning the extent of this region are obtained with the combin% nuclear reactor rodge.g., Johannsefl]). Existing solutions

; : the flow in ducts with cores have been tabulated in handbooks

ARS model than with the Reynolds-stress model of Spe2|abr . -
. . i . by Shah and Londof2] and Blevins[3]. The methods used in-

et al._, [12]. Linear and nonlineak-¢ models cannot show this clude conformal mapping, boundary collocation, and numerical

physical property.

) - —_integration.
3 The term with the second derivative of the mean velogity - The present Note considers the flow in a channel containing a

in the extended shear-stress expression can be interpreted aBifydic series of longitudinal circular tubes. We are particularly
modelling of the diffusion term. This results in a more realistignterested in the flow decrease caused by the tubes, and the sin-
modelling of the turbulent shear strasw’ in the present model gular behavior as the tube radii shrink to zero.
and in better results in comparison with the: model. However,  Figure Xa) shows the cross section. The height of the channel
from an engineering viewpoint the e model shows good perfor- iS 2H, the tubes are of radiuzH, centrally placed with a period of
mance when the region of negative production of turbulent kinetfH- For this geometry, conformal mapping is almost impos-
energy is small. sible, a_nd numerical integration WOI_JId have serious difficulties
whenb is small. We shall use domain decomposition and collo-
cation to solve the problem.
Normalize all lengths byH and the longitudinal velocity by
(pressure gradient?/(viscosity. The governing equation for the
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Fig. 1 (a) Cross section of the channel flow  (b) domain decompositions

w; (csch:,0,)=0, j=N+1 to 2N (4) c?—y?
o Wi (X,y)= +Colc—y)
w (sech;,0;)=w,(—c,tanf;), j=1 to N (5) N—1
+ 2 Coeod yx)(e7 "2 —e7mY)  (12)
g sing g 0.6 !
COSO5r— = g/ Wi |(S€CH;. 6) where y,=n=/\ while the form ofw,; and 6; remain the same.
The boundary conditions are
=|——w|(—c,tang;), j=1 to N (6)
o 06 Sinea) (N sec;,0,)=0 j=1 to N
cosf— w sech; ,0;)= =1 to
wherec=|1—X\|. Equations(4)—(6) represent a set of 8 linear ar roag)" ! :
equations which can be solved for thi 8oefficients. In general, (13)
N=10 assures a three-digit accuracy.
Let F be the flow rate per period, normalized {pressure gra- wy (\ csc;,8;)=w,(\ cot6;,0), j=N+1 to 2N (14)

dient H?/(viscosity. Then

. d cosf J
F=4(1,+1,+15) @) sm05+7% W |(\ csch;, 6;)
where P
=[&—w” (Acot;,0), j=N+1 to 2N (15)
1 ( 1)n+1 y
Il:f f w,dxdy= = +Z A——5—(1—e 2« (8) After obtaining the 3l coefficients, the flow per period is
0 n
F=4(K;+Ky+Kjy) (16)
w4
|2:f [J(sech,0)—JI(b,0)]d6o (9) where
0
wl2 Kl—f f wdxdy=X\c ( - 7()) 7
I3=f [J(csch,0)—I(b,0)]do (20)
wl4
d w4
an K2=f [J(\ secd, §)—J(b,6)]de (18)
0
2 r2 2 r r2
J(r,0)= (b2 +Bo| = In(b) 4} "
K3=J [(J(\ csch,0)—I(b,0)]d6 (29)
r4 w4
+Bl(—fb4lnr cog26) ) o .
4 Figure 2a) shows the constant velocity lines for a large period.
IN-1 P Conio The maximum velocity is on the symmetry axis of the channel.
i E B r p4n cog2n6) (11) Figure 2b) shows the location of the maximum velocity is shifted
> " 2n+2 —-2n+2 to the sides when the period is small. Of interest is the large effect
on the flow even for very small cylinder radii such s 0.01
For thex<1 case we supplant EqR) by (Fig. 2(¢)).
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Instead of flow per periodr, the flow per widthQ may be
useful, related byQ=F/2\. Figure 3 shows) as a function of
half period N\ for various constant cylinder radius. For b
=0 (\#0), Q=2/3 which is the Poiseuille flow rate without the
cylinders. If A=b the cylinders are touching, indicated by the
open circles. Whem=b=0 the cylinders form a bisecting thin
plate and the flow is 1/6. In general flow increases\as in-
creased, and is asymptotic @=2/3.

Let Sbe the decrease in flow due to a single cylinder. Then

(20)

where the first term on the right-hand side of Eg0) is the
Poiseuille flow in one period. Our computation sho®sap-
proaches a limit whem=5, which is equivalent to the case of a
single cylinder. Figure 4 showsS increases withh, but the in-
crease is singular whep=0, indicating the relatively large effect
on the flow rate for small cylinders. We shall investigate this
situation further.

The exact solution for the flow in an annulus with outer radius
1 and inner radiud® is

__h2\2
N

Inb (21)

8

where the effect of the inner cylinder is of orderhb)~! as
b—0. Let »=(—Inb)~1<1. For our case we plotte® » against
nfor b=10"2 to b=10 % in Fig. 5. It is seen that the curve is
almost linear. This suggests an expansion

S=cyp+CpP+ ... (22)

A linear extrapolation on Fig. 5 vyieldsc;,=1.57 and
c,=—0.37. Thus a semi-empirical formula for smhlis

157 037 o
S= Tinb) (=mpy2 oU=nb)™

(23)

This approximation is accurate fdr<0.1 as seen from Fig. 4.
The single cylinder formula can also be used for sparsely spaced
periodic cylinders by the relation

Q=2/3—S/2\ (24)
Figure 3 shows such an approximation is valid for srhall large
\ values.

Our method of domain decomposition and collocation worked
well. The convergence of the collocation method can be proven
for circular boundaries, and our square boundary is the rectangle-
closest to the circle. Numerical integration can also be used, how-
ever serious scaling difficulties would be encountered whisras
small as 102, not to say the 10'® used in this paper. The nec-
essary double numerical integrations for the flow rate would fur-
ther compromise the accuracy.

Our Fig. 3 for multiple cylinders and Fig. 4 for the single cyl-
inder would be useful in the design of channel flow with internal
tubes.
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Fig. 3 Flow per width Q versus half period A. Dashed lines are from Eq. (24). Circles
are touching cases.
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Fig. 5 Extrapolation for small  b. Circles from right: b=1072,
1073,107%4,1075,1077,107°, 1071, 10725,
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is from Eq. (23).
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