
Transactions
of the ASME®

FLUIDS ENGINEERING DIVISION

Editor
JOSEPH KATZ „2005…

Editorial Assistant
LAUREL MURPHY „2005…

Associate Editors
P. W. BEARMAN „2001…

J. BRIDGES „2002…
I. CELIK „2003…
U. GHIA „2001…

W. GRAF „2003…
M. HAJJ „2001…

G. KARNIADAKIS „2002…
J. LASHERAS „2002…
J. MARSHALL „2003…

Y. MATSUMOTO „2002…
L. MONDY „2002…

A. PRASAD „2003…
P. RAAD „2001…

B. SCHIAVELLO „2002…
Y. TSUJIMOTO „2002…

K. ZAMAN „2001…

BOARD ON COMMUNICATIONS
Chairman and Vice-President

R. K. SHAH

OFFICERS OF THE ASME
President, JOHN R. PARKER

Exec. Director
D. L. BELDEN

Treasurer
J. A. MASON

PUBLISHING STAFF
Managing Director, Engineering

CHARLES W. BEARDSLEY

Director, Technical Publishing
PHILIP DI VIETRO

Managing Editor, Technical Publishing
CYNTHIA B. CLARK

Managing Editor, Transactions
CORNELIA MONAHAN

Production Assistant
MARISOL ANDINO

Transactions of the ASME, Journal of Fluids Engineer-
ing (ISSN 0098-2202) is published quarterly (Mar., June,

Sept., Dec.) by The American Society of Mechanical
Engineers, Three Park Avenue, New York, NY 10016.

Periodicals postage paid at New York, NY
and additional mailing offices.

POSTMASTER: Send address changes to Transactions of
the ASME, Journal of Fluids Engineering, c/o THE AMERI-

CAN SOCIETY OF MECHANICAL ENGINEERS,
22 Law Drive, Box 2300, Fairfield, NJ 07007-2300.

CHANGES OF ADDRESS must be received at Society
headquarters seven weeks before they are to be effective.

Please send old label and new address.
STATEMENT from By-Laws. The Society shall not be

responsible for statements or opinions advanced in papers
or ... printed in its publications (B7.1, Par. 3).

COPYRIGHT © 2001 by the American Society of Mechani-
cal Engineers. Authorization to photocopy material for inter-

nal or personal use under those circumstances not falling
within the fair use provisions of the Copyright Act, contact

the Copyright Clearance Center (CCC), 222 Rosewood
Drive, Danvers, MA 01923, tel: 978-750-8400, www.copy-
right.com. Request for special permission or bulk copying
should be addressed to Reprints/Permission Department.

INDEXED by Applied Mechanics Reviews and Engineering
Information, Inc. Canadian Goods & Services Tax Registra-

tion #126148048.

1 Editorial

TECHNICAL PAPERS
2 Simulations of Channel Flows With Effects of Spanwise Rotation or Wall

Injection Using a Reynolds Stress Model
Bruno Chaouat

11 Generalization of n t -92 Turbulence Model for Shear-Free and Stagnation
Point Flows

A. N. Secundov, M. Kh. Strelets, and A. K. Travin

16 Rough Wall Modification of Two-Layer kÀ«
P. A. Durbin, G. Medic, J.-M. Seo, J. K. Eaton, and S. Song

22 Modeling of Laminar-Turbulent Transition for High Freestream Turbulence
J. Steelant and E. Dick

31 Stability of the Base Flow to Axisymmetric and Plane-Polar Disturbances
in an Electrically Driven Flow Between Infinitely-Long, Concentric
Cylinders

J. Liu, G. Talmage, and J. S. Walker

43 On Two-Dimensional Laminar Hydromagnetic Fluid-Particle Flow Over a
Surface in the Presence of a Gravity Field

Ali J. Chamkha

50 Modeling of 2-D Leakage Jet Cavitation as a Basic Study of Tip Leakage
Vortex Cavitation

Satoshi Watanabe, Hiraku Seki, Seiji Higashi, Kazuhiko Yokota,
and Yoshinobu Tsujimoto

57 Measurements of Air Entrainment by Bow Waves
T. A. Waniewski, C. E. Brennen, and F. Raichlen

64 Numerical Simulation of Human Exposure to Aerosols Generated During
Compressed Air Spray-Painting in Cross-Flow Ventilated Booths

Michael R. Flynn and Eric D. Sills

71 Gas-Liquid Distribution in the Developing Region of Horizontal
Intermittent Flows

M. Fossa

81 Rotating Probe Measurements of the Pump Passage Flow Field in an
Automotive Torque Converter

Y. Dong and B. Lakshminarayana

92 A Piezoelectric Valve-Less Pump-Dynamic Model
Amos Ullmann, Ilan Fono, and Yehuda Taitel

99 Some Aspects of the Aerodynamics of Gurney Flaps on a Double-
Element Wing

David Jeffrey, Xin Zhang, and David W. Hurst

105 The Force and Pressure of a Diffuser-Equipped Bluff Body in Ground
Effect

Andrea E. Senior and Xin Zhang

112 Near Wall Measurements for a Turbulent Impinging Slot Jet „Data Bank
Contribution …

Jiang Zhe and Vijay Modi

121 Plane Turbulent Surface Jets in Shallow Tailwater
S. A. Ead and N. Rajaratnam

Journal of
Fluids Engineering
Published Quarterly by The American Society of Mechanical Engineers

VOLUME 123 • NUMBER 1 • MARCH 2001

„Contents continued on inside back cover …

Downloaded 03 Jun 2010 to 171.66.16.159. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm

getpdf?KEY=JFEGA4&cvips=JFEGA4000123000001000001000001
getpdf?KEY=JFEGA4&cvips=JFEGA4000123000001000002000001
getpdf?KEY=JFEGA4&cvips=JFEGA4000123000001000011000001
getpdf?KEY=JFEGA4&cvips=JFEGA4000123000001000016000001
getpdf?KEY=JFEGA4&cvips=JFEGA4000123000001000022000001
getpdf?KEY=JFEGA4&cvips=JFEGA4000123000001000031000001
getpdf?KEY=JFEGA4&cvips=JFEGA4000123000001000043000001
getpdf?KEY=JFEGA4&cvips=JFEGA4000123000001000050000001
getpdf?KEY=JFEGA4&cvips=JFEGA4000123000001000057000001
getpdf?KEY=JFEGA4&cvips=JFEGA4000123000001000064000001
getpdf?KEY=JFEGA4&cvips=JFEGA4000123000001000071000001
getpdf?KEY=JFEGA4&cvips=JFEGA4000123000001000081000001
getpdf?KEY=JFEGA4&cvips=JFEGA4000123000001000092000001
getpdf?KEY=JFEGA4&cvips=JFEGA4000123000001000099000001
getpdf?KEY=JFEGA4&cvips=JFEGA4000123000001000105000001
getpdf?KEY=JFEGA4&cvips=JFEGA4000123000001000112000001
getpdf?KEY=JFEGA4&cvips=JFEGA4000123000001000121000001


128 The Compressible Calibration of Miniature Multi-Hole Probes
Espen S. Johansen, Othon K. Rediniotis, and Greg Jones

139 Investigation on Turbulent Expansion-Corner Flow With Shock Impingement
Kung-Ming Chung

145 Shock Wave Reflections in Dust-Gas Suspensions
G. Ben-Dor, O. Igra, and L. Wang

TECHNICAL BRIEFS
154 The Computation of a Two-Dimensional Turbulent Wall Jet in an External Stream

R. Tangemann and W. Gretler

157 Flow in a Channel With Longitudinal Tubes
C. Y. Wang

161 Fluids Engineering Calendar

164 List of Reviewers, 2000

ANNOUNCEMENTS
167 Special Issue of JFE

168 Call for Papers—FE Summer Meeting, 2002

169 Manuscript Preparation—Digital and Hard Copy

170 Graphics Preparation—Digital and Hard Copy

171 Statement of Numerical Accuracy

171 Statement of Experimental Uncertainty

171 Access to the Electronic JFE

171 Submission of Papers

172 Information for Authors

„Contents continued …

Volume 123, Number 1Journal of Fluids Engineering MARCH 2001

Downloaded 03 Jun 2010 to 171.66.16.159. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm

getpdf?KEY=JFEGA4&cvips=JFEGA4000123000001000128000001
getpdf?KEY=JFEGA4&cvips=JFEGA4000123000001000139000001
getpdf?KEY=JFEGA4&cvips=JFEGA4000123000001000145000001
getpdf?KEY=JFEGA4&cvips=JFEGA4000123000001000154000001


Journal of
Fluids

Engineering Editorial

I would like to start this editorial by expressing my gratitude to
three Associate Editors who have recently completed their three-
year terms. Professor Peter Bradshaw has provided his unparal-
leled experience and expertise in all aspects of turbulent flows,
particularly in turbulence modeling. Professor David Williams has
been our expert in boundary layers, wakes, flow structures in
separated flows and wakes as well as flow control. Dr. Frederic K.
Wasden has provided a unique perspective that combines indus-
trial experience in the chemical engineering industry and a back-
ground in multiphase flows, interfaces, liquid films and related
nonlinear dynamics. The valuable service of the Associate Editors
is critical for the success and reputation of a journal. Besides the
essential technical knowledge, the job requires a considerable in-
vestment of time, and the willingness to perform tasks which are
not always a pleasure~such as nagging referees to provide reviews
in a timely manner, ‘‘harassing’’ authors to complete revisions
and negotiating conflicting reviews!. This service and support are
greatly appreciated.

Four new Associate Editors are joining us. Addressing the in-
creasing flux of papers involving numerical simulations, three of
the new Associate Editors are experts in computational fluid dy-
namics~CFD!. Dr. Edward Graf is presently the head of the Com-
putational Development Group at Flowserve Pump Division. He
has almost thirty years of experience in studying a wide variety of
problems in aerodynamic, hydraulic and acoustic design as well as
in design of advanced turbomachines. Dr. Graf is also a recipient
of a Distinguished Inventor Award from his company and has
authored papers in turbomachinery, CFD and cavitation.

Dr. Ismail Celik is presently a professor of Mechanical and
Aerospace Engineering in West Virginia University. His field of
expertise is in CFD including heat transfer, multiphase flow, com-
bustion, numerical uncertainty, turbulence modeling and applica-
tion of variety of commercial CFD codes. He has a substantial
record of publications and has been active in the Fluid Engineer-
ing Division of ASME, including organization of conferences and
chairing the Coordinating Group on CFD. Dr. Celik has also been
Fulbright Senior Lecturer and has considerable experience in con-
sulting.

Dr. Jeffrey Marshall is an Associate Professor of Mechanical
Engineering at the University of Iowa. He specializes in vortex
dynamics, fluid-structure interactions, vortex turbulence and two-
phase turbulent flows. He has made substantial contribution to the
development and application of Lagrangian computational meth-
ods and has published extensively in his field of expertise.

The fourth new Associate Editor, Dr. Ajay Prasad, will enhance
our ability to review papers involving state of the art experimental
techniques and their application to flows in complex geometries.
Dr. Prasad is an Associate Professor in the Department of Me-
chanical Engineering at the University of Delaware. He is pre-
dominantly an experimentalist with substantial experience in de-
velopment and application of Particle Image Velocimetry~PIV!.
Among other projects, he has contributed to development of

stereo-PIV and has applied his expertise to study the flow in the
nasal cavity. We are excited about the diverse experience of the
new additions to our team and are certain that they will contribute
to the quality of JFE.

In the March issue, we traditionally recognize the contributions
of the many referees who have donated their time and expertise to
the Journal by providing reviews of submitted manuscripts. Their
thoughtful assistance to the authors and editors alike has served to
maintain the excellence of our publication.

This issue contains 21 articles dealing with a variety of sub-
jects. Five papers focus on turbulence modeling and simulations.
Chaouat uses Reynolds stress models to simulate channel flows
with spanwise rotation and wall injection. Secundov et al. gener-
alize the n t-92 turbulence model for shear-free and stagnation
point flows, and Durbin et al. introduce a formulation to apply the
two-layer k-« model to rough surfaces. Modeling of laminar-
turbulent transition for high free-stream turbulence is the topic of
the paper by Steelant and Dick, and a brief by Tangemann and
Gretler introduces an expression for the primary stress combined
with an algebraic stress model to compute the flow in a wall jet.

Two papers focus on flows driven by electrical/magnetic forces.
Liu et al. study the stability of an electrically driven flow between
concentric cylinders. Chamkha develops a two-phase fluid-
particle model for a laminar hydro-magnetic flow of a particulate
suspension with gravity.

Multiphase flows are the subject of four additional papers. An
experimental study modeling 2-D leakage jet cavitation as a sim-
plified model for tip-leakage flows is presented by Watanabe et al.
Waniewski et al. measure experimentally the entrainment of air
by bow waves, Flynn et al. perform simulations of human expo-
sure to aerosols, and Fossa examines the structure of air-water
flows in horizontal pipes.

Four papers deal with flows in complex geometries. Dong et al.
perform measurements within a pump passage in an automotive
torque converter, and a piezoelectric valve-less pump is modeled
by Ullmann. The flow, forces and pressure around gurney flaps,
fitted to a double-element wing, are studied by Jeffrey et al., and
laminar flow in a channel with longitudinal tubes is studied theo-
retically in a technical brief by Wang. Experimental studies in-
volving simpler geometries are the subject of three additional pa-
pers. The forces and pressure on a diffuser in ground effects are
studied by Senior and Zhang. Near wall measurements of a tur-
bulent impinging slot jet are described by Zhe and Modi, and
experiments within a plane turbulent surface jet in shallow tailwa-
ter are reported by Ead and Rajaratnam.

Compressible flows and compressibility effects are the subject
of three papers. Johansen et al. introduce a data reduction algo-
rithm for multi-hole pressure probes in compressible subsonic
flow fields. Chung reports on experiments focusing on the inter-
action of an impinging shock wave and an expansion fan at a
Mach number of 1.28, and Ben-Dor et al. study numerically the
reflection of shock waves from wedges in dust-gas suspensions.

J. Katz
Editor

Copyright © 2001 by ASMEJournal of Fluids Engineering MARCH 2001, Vol. 123 Õ 1
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Bruno Chaouat
Senior Scientist,

ONERA, Computational Fluid Dynamics
and Aeroacoustics Department,

Chatillon 92322, France

Simulations of Channel Flows
With Effects of Spanwise Rotation
or Wall Injection Using a
Reynolds Stress Model
Simulations of channel flows with effects of spanwise rotation and wall injection are
performed using a Reynolds stress model. In this work, the turbulent model is extended for
compressible flows and modified for rotation and permeable walls with fluid injection.
Comparisons with direct numerical simulations or experimental data are discussed in
detail for each simulation. For rotating channel flows, the second-order turbulence model
yields an asymmetric mean velocity profile as well as turbulent stresses quite close to
DNS data. Effects of spanwise rotation near the cyclonic and anticyclonic walls are well
observed. For the channel flow with fluid injection through a porous wall, different flow
developments from laminar to turbulent regime are reproduced. The Reynolds stress
model predicts the mean velocity profiles, the transition process and the turbulent stresses
in good agreement with the experimental data. Effects of turbulence in the injected fluid
are also investigated.@DOI: 10.1115/1.1343109#

Introduction
For engineering applications, calculations of turbulent flows are

generally performed with a first-order closure turbulence model
based on two transport equations. However, standard two-
equation models using the Boussinesq hypothesis have been inca-
pable of accurately predicting flows where the normal Reynolds
stresses play an important role, e.g., in flows with strong effects of
streamline curvature, system rotation, wall injection or adverse
pressure gradient. In turbomachinery, the system rotation affects
both mean motion, turbulence intensity and turbulence structure.
For instance, due to the Coriolis force, a channel flow subjected to
a spanwise rotation becomes asymmetric with a turbulence activ-
ity which is much reduced to the cyclonic side compared with the
anticyclonic side, as observed experimentally by Johnson et al.@1#
and also reproduced by direct numerical simulations by Kristof-
fersen and Anderson@2# and more recently by Lamballais et al.
@3#. This kind of rotating flow is important for the turbomachinery
industry. Indeed, in order to improve the performance of jet air-
crafts, it is necessary to obtain an accurate description of the flow
structure in the different parts of the engine. In solid rocket pro-
pulsion @4#, the mass transfer which results from the propellant
combustion modifies the shear stress distribution across the flow
in comparison with the shear stress of wall-bounded flow. The
internal flow in solid rocket motor, which is produced by mass
injection, plays an important role in ballistics prediction. Model-
ing such flows is a difficult task because different regimes from
laminar to turbulent can be observed in these motor chambers due
to the transition behavior of the mean axial velocity.

The turbulence model used for the closure of the Reynolds
averaged Navier-Stokes equations must be able to predict accu-
rately such complex flows. In this aim, Reynolds stress models
have been proposed in the past decade. Contrary to first-order
turbulence models, the Coriolis terms associated with system ro-
tation are included in the second-moment closures. Exact produc-
tion terms appear as sources~or sinks! in the transport equations
for the individual Reynolds stress components. In the RSM for-

mulation, the pressure-strain correlation term forms a pivotal role
by incorporating history and nonlocal effects of the flow. This
term has been modeled by assuming homogeneous flows that are
near equilibrium@5# and recent developments in this direction
have been made@6#. For calculations of complex wall-bounded
turbulent flows, a wall reflection term has been incorporated in the
model for reproducing the logarithmic region of the turbulent
boundary layer@7#. In the usual approach, the modeled wall re-
flection term requires a variety ofad hocwall damping functions
which depend on the distance normal to the wall@8,9#. Durbin
@10# has recently proposed an alternative route of a relaxation
approach in which an elliptic equation is introduced and inter-
preted as an approximation of the wall effects. For simulating
complex flows, it appears that Reynolds stress models, which take
into account these recent developments, are a good compromise
between large eddy simulations, that require very large computing
time, and first-order closure models, which are not able to predict
flows accurately.

In this work, the model developed by Launder and Shima@11#
has been selected because it has predicted flows fairly despite that
its formulation is simpler than those of other models@12#. It con-
tains only a few empirical terms and thus is a good candidate to
handle a large variety of flows. This model is extended for com-
pressible flows, adapted for rotation and for permeable walls with
fluid injection. Comparison with data of direct numerical simula-
tions for nonrotating@13# and rotating@3# channel flows, and with
experimental data for channel flows with wall injection@14# are
discussed in details. In addition, the Lumley representation of the
second and third invariant of the Reynolds stress anisotropy tensor
is considered for analyzing the solutions trajectories.

Governing Equations
Turbulent flow of a viscous fluid is considered. As in the usual

treatments of turbulence, the flow variablej is decomposed into
ensemble Reynolds mean and fluctuating parts asj5 j̄1j8. In the
present case, the Favre-averaged is used for compressible fluid so
that the variablej can be written asj5 j̃1j9 with the particular
propertiesj̃950 andrj950 wherer is the mass density. These
relations imply that j̃5rj/ r̄. The Reynolds average of the

Contributed by the Fluids Engineering Division for publication in the JOURNAL
OF FLUIDS ENGINEERING. Manuscript received by the Fluids Engineering Division
January 17, 2000; revised manuscript received November 16, 2000. Associate Editor:
P. Bradshaw.
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Navier-Stokes equations produces in Favre variables the follow-
ing forms of the mass, momentum, and energy equations in a
rotation frame of referenceV:

]r̄

]t
1

]

]xj
~ r̄ũ j !50 (1)

]

]t
~ r̄ũi !1

]

]xj
~ r̄ũi ũ j !5

]S̄ i j

]xj
22e i jk r̄V j ũk (2)

]

]t
~ r̄Ẽ!1

]

]xj
~ r̄Ẽũj !

5
]

]xj
~S̄ i j ũi !1

]

]xj
S s i j ui92

1

2
r̄uk9uk9uj9̃D2

]q̄ j

]xj
(3)

where ui , E, S i j , s i j , qi , e i jk are, respectively, the velocity
vector, the total energy, the total stress tensor, the viscous stress
tensor, the total heat flux vector, and the permutation tensor.

The mean stress tensorS̄i j is composed by the mean modified
pressure which includes the centrifugal force potential
p̄* 5 p̄2

1
2r̄uV3xu2, the mean viscous stresss̄ i j , and the turbu-

lent stressr̄t i j as follows:

S̄i j 52 p̄* d i j 1s̄ i j 2 r̄t i j (4)

In this expression, the tensors̄ i j takes the usual form:

s̄ i j 5m̄S ]ūi

]xj
1

]ū j

]xi
D2

2

3
m̄

]ūk

]xk
d i j (5)

and the Favre-averaged Reynolds stress tensor is:

t i j 5ui9uj9̃ (6)

where the quantitym is the molecular viscosity. The mean heat
flux q̄i is composed by the laminar and turbulent flux contribu-
tions:

q̄i52k̄
]T̄

]xi
1 r̄h9ui9̃ (7)

whereT, h, andk are the temperature, the specific enthalpy, and
the thermal conductivity, respectively. Closure of the mean flow

equations is necessary for the turbulent stressr̄ui9uj9̃, the molecu-

lar diffusions i j ui9, the turbulent transport of the turbulent kinetic

energyr̄uk9uk9uj9̃, and the turbulent heat fluxr̄h9ui9̃.

Turbulence Model

The Favre-averaged correlation tensort i j 5ui9uj9̃ is computed
by means of Reynolds stress model. In this study, the model of
Launder and Shima@11# has been considered and extended to
compressible flows using the Favre-averaged. The turbulent
model has been also modified to simulate rotating flows. For this,
the Coriolis force has been incorporated in the Reynolds stress
transport equation and the pressure-strain correlation has been de-
veloped in a form-invariant under Galilean transformation. This
has consisted in replacing the mean vorticity tensorv̄ i j of usual
form,

v̄ i j 5
1

2 S ]ūi

]xj
2

]ū j

]xi
D (8)

which appears in the modeled pressure-strain term, by the abso-
lute mean vorticity tensor defined asW̄i j 5v̄ i j 1em jiVm , whereV
is the angular velocity vector. So that the pressure-strain term
takes the following form:

F i j 52c1r̄eai j 1
4
3 c2r̄kS̄i j

1c2r̄k~aikS̄jk1ajkS̄ik2
2
3 amnS̄mnd i j !

1c2r̄k~aikW̄jk1ajkW̄ik! (9)

wherek is the turbulent kinetic energy,ai j 5(t i j 2
2
3kd i j )/k is the

anisotropic tensor,S̄i j is the mean rate of strain defined as:

S̄i j 5
1

2 S ]ūi

]xj
1

]ū j

]xi
D (10)

e is the dissipation rate andc1 andc2 are functions dependent on
the second and third invariantsA25ai j aji , A35ai j ajkaki . Then,
Eq. ~9! is rewritten with respect to the Reynolds stresst i j and the
mean velocity gradient]ūi /]xj in order to obtain a more compact
form for the slow and rapid contributions,F i j

1 , F i j
2 of the

pressure-strain correlations@15# such asF i j 5F i j
1 1F i j

2 . Expres-
sions of these quantities are the following:

F i j
1 52c1r̄eai j (11)

F i j
2 52c2~ Pi j 1

1
2 Pi j

R2
1
3 Pkkd i j ! (12)

wherePi j is the production by the mean flow:

Pi j 52 r̄t ik

]ũ j

]xk
2 r̄t jk

]ũi

]xk
(13)

andPi j
R is the production generated by the rotation:

Pi j
R522r̄Vp~e jpktki1e ipktk j! (14)

Due to these considerations, the modeled transport equation of the
Reynolds stress tensor takes the form as follows:

]

]t
~ r̄t i j !1

]

]xk
~ r̄t i j ũk!5Pi j 1Pi j

R2
2

3
r̄ed i j 1F i j

1

1F i j
2 1F i j

w1Ji jk (15)

where:

F i j
w5c1

w
r̄e

k S tklnknld i j 2
3

2
tkinknj2

3

2
tk jnkni D f w

1c2
wS Fkl

2 nknld i j 2
3

2
F ik

2 nknj2
3

2
F jk

2 nkni D f w (16)

Ji jk5
]

]xk
S m̄

]t i j

]xk
1csr̄

k

e
tkl

]t i j

]xl
D (17)

The terms on the right-hand side of Eq.~15! are identified as
production by the mean flow, dissipation rate, slow redistribution,
rapid redistribution, wall reflection, and diffusion. The wall reflec-
tion term has been introduced in the model in order to take into
account the pressure fluctuations from a rigid wall. The functions
c1 , c2 , c1

w , c2
w are empirically calibrated as:c151

12.58AA2
1/4(12exp(2(0.0067Rt)

2)), c250.75A1/2, c1
w

52
2
3 c111.67, c2

w5max(23 c221/6,0)/c2 where A5129/8(A2

2A3) is the flatness coefficient parameter andRt5k2/ne is the
turbulent Reynolds number. In expression~16!, f w50.4k3/2/exn is
a function dependent of the normal distance to the wallxn andn is
the normal to the wall. The coefficientcs takes the value of 0.22.
The dissipation ratee of expression~15! is computed by means of
the following transport equation which takes the form as:

Journal of Fluids Engineering MARCH 2001, Vol. 123 Õ 3

Downloaded 03 Jun 2010 to 171.66.16.149. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



]

]t
~ r̄e!1

]

]xj
~ r̄ũ je!5

]

]xj
S m̄

]e

]xj
1cer̄

k

e
t j l

]e

]xl
D

2~ce11c11c2!r̄
e

k
t i j

]ũ j

]xi
2ce2r̄

ẽe

k

(18)

with ce151.45,ce251.9, ce50.18 where

ẽ5e22nS ]Ak

]xn
D 2

(19)

The functionc1 in Eq. ~18! is defined as:

c151.5AS Pii

2r̄e
21D (20)

and has the effect of reducing the turbulence length scale. Relative
to the model of Shima@16#, the functionc1 has been modified to
simulate flows with fluid injection through a porous wall. The
reason is that this function can reach too large values, in compari-
son with the standard valuece1 , when flows are far from equilib-
rium. Due to these considerations, the functionc1 has been
bounded,uc1u,0.125ce1 . This has the effects to prevent too early
laminarization of flows. On the other hand, the functionc2 has
been reduced to zero because of its empirical character which
alters the rationale formulation of the dissipation rate equation.

Regarding the molecular diffusion and the turbulent transport
terms, a gradient hypothesis has been considered:

s i j ui92
1

2
r̄uk9uk9uj9̃5S m̄1csr̄

k

e
t jkD ]k

]xj
(21)

For the heat transfer, the turbulent flux is computed by means of
the k ande variables:

h9ui9̃52
cmk2

e

cp

Pr t

]T̄

]xi
(22)

wherecp andPr t
are the specific heat at constant pressure and the

turbulent Prandtl number, respectively. The coefficientcm takes
the standard value 0.09.

Realizability Conditions for the RSM Model. The Rey-
nolds stress tensort i j computed by the modeled transport equa-
tion ~15! must satisfy the realizability conditions which imply
non-negative values of the three principal invariants@17# I i that
appear in the characteristic polynomialP(l)5l32I 1l21I 2l
2I 3 of the matrix formed by the componentst i j . It is easier to
examine the question of realizability in a coordinate system
aligned with the principal axes of the Reynolds stress tensor. For
practical reasons, it is also more convenient to analyze the weak
form of realizability @17# which requires that when a principal

Reynolds stress component vanishes, its time derivative must be
positive. This ensures that negative energy component cannot oc-
cur when this constraint is satisfied. Although the basis of the
principal axes of the Reynolds stress tensor is rotating in time,
Speziale et al.@18# have shown that the first derivative constraint
takes the same formulation in the principal axes. So that the mod-
eled transport equation~15! of the turbulent stress component
t (aa) can be written as:

Fig. 1 Schematic of fully-developed turbulent channel flow in a rotating frame

Fig. 2 „a… Mean velocity profile ū 1 Õu t in logarithmic coordi-
nates; n: DNS; solid-line: RSM. „b… Root-mean square velocity
fluctuations normalized by the wall shear velocity in global

coordinates; Symbols: DNS data; lines: RSM; „u 19u 19̃…
1Õ2Õu t : n,

solid-line; „u 29u 29̃RtÄ395…1Õ2Õu t : v, dashed-line; „u 39u 39̃…
1Õ2Õu t :

x, dotted-line.
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r̄
dt~aa!

dt
5P~aa!1P~aa!

R 2
2

3
r̄e2c1r̄

e

k S t~aa!2
2

3
kD

2c2S P~aa!1
1

2
P~aa!

R 2
1

3
PaaD (23)

where the Einstein summation convention is suspended for indices
which lies within parentheses. The diffusion term as well as the
reflection term are not considered. When the component stress
t (aa) vanishes, it can be shown that the production termsP(aa)

and P(aa)
R are zero so that the weak realizability conditions

implies:

c1>12c2

Paa

2r̄e
(24)

Due to the expressions of the coefficientsc1 andc2 , Eq. ~24! is
verified when the production termPaa of the turbulent kinetic
energy is positive. This corresponds to the usual case of flow
physics and therefore ensures the satisfaction of the weak realiz-
ability constraint.

Nonrotating Channel Flow
Numerical simulation of fully developed turbulent channel flow

is compared with data of direct numerical simulation@13# for the

Fig. 3 „a…, „b… Mean velocity profile ū 1 Õu m in global coordinates; n: DNS; solid-line: RSM. „c…, „d… Root-mean square velocity
fluctuations normalized by the bulk velocity; Symbols: DNS data; lines: RSM; „u 19u 19̃…

1Õ2Õu m : n, solid-line; „u 29u 29̃…
1Õ2Õu m : v,

dashed-line; „u 39u 39̃…
1Õ2Õu m : x, dotted-line. „e…, „f … Turbulent Reynolds shear stress normalized by the bulk velocity in global

coordinates u 19u 29̃Õu m
2 ; n: DNS; solid-line: RSM. „a, „c…, „e…: RtÄ162, RoÄ18; „b…, „d…, „f…: RtÄ162, RoÄ6.
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Reynolds numberRt5utd/2n5395, based on the averaged fric-
tion velocity ut and the channel widthd/2 ~see Fig. 1 withV
50!. Other useful definitions of the Reynolds number include
those based on the mean centerline velocityRc5ucd/n and the
bulk velocityRm5umd/n. In the present case, RSM results can be
compared with DNS data computed for incompressible flow be-
cause the Mach number takes a low value. The closure equation
~22! hasn’t influenced the numerical results due to the fact that the
temperature is almost uniform. Figure 2~a! describes the dimen-
sionless velocity profileū1 /ut in wall coordinatesx2

15x2ut /n in
order to illustrate the logarithmic region. The velocity follows
very well the DNS data but the logarithmic profile is not com-
pletely resolved in the center of the channel. The ratio of the
centerline velocity to the bulk velocity takes the value 1.13, quite
close to DNS result, 1.15. Excellent agreement with Dean’s cor-
relation ofuc /um51.28Rm

20.011651.15 is also obtained. The value
of the skin friction coefficient computed by Dean’s suggested cor-
relationcf50.073Rm

20.2556.80 agrees well the DNS result, 6.70.
Figure 2~b! shows the axial, normal, and spanwise turbulence in-

tensities normalized by the wall-shear velocity (ui9ui9̃)
1/2/ut ( i

51,2,3), versus the global coordinatesx2 /d. The Reynolds stress
model provides good agreement with the DNS data. In particular,
the peak of the streamwise turbulence intensity in the wall region
is well captured.

Rotating Channel Flows
Numerical simulations of rotating channel flows are performed

for the Reynolds numberRt5162, based on the friction velocity

ut which is defined asut5A1
2(utc

2 1uta
2 ) whereutc anduta are,

respectively, the friction velocities on the cyclonic and anticy-
clonic walls. The Reynolds number based on the bulk velocity
takes the valueRm55000. For this application, different values of
the Rossby numberR053um /dV are considered,R0518 and
R056, respectively. These values correspond to moderate and
high rotation regimes. The vector rotation considered is along the
spanwise directionx3 as indicated in Fig. 1. Figures 3~a!,~b! show
the mean dimensionless velocity profiles normalized by the bulk
velocity ū1 /um versus the global coordinates for both rotationre-

Fig. 4 Variation with the rotation number RotÄVdÕu m of the
normalized cyclonic and anticyclonic friction velocities. Solid-
line, v, x: DNS results from Kristoffersen et al. †2‡; dotted-line,
n, ,: DNS results from Lamballais et al. †3‡; dashed-line, h, L:
present RSM results.

Fig. 5 Solution trajectories in fully developed rotating channel
flow projected onto the second-invariant Õthird-invariant plane
„a… DNS; „b… RSM.

Fig. 6 Schematic of channel flow with fluid injection
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gimes. These figures illustrate the asymmetric character of the
flow because of the rotation effects. For both rotation regimes, an
excellent agreement between the RSM simulations and DNS data
of Lamballais et al.@3# is observed. For these rotating flows, it is
of interest to note that the mean componentū1 of the velocity is
only affected by the Coriolis term through the turbulent shear
stresst12 which appears in the momentum equation~2!. For
k2e model with a Boussinesq hypothesis, it is a simple matter to
show that the mean velocity profile remains perfectly symmetric.
For both simulations performed atR0518 andR056, one can
notice that the mean velocity profile exhibits a linear region of
constant shear stress. The computation indicates that the slope of
the mean velocity gradient]ū1 /]x2 is approximately equal to
2V3 , and corresponds to a nearly-zero mean spanwise absolute
vorticity vector, i.e.,W̄35v̄312V3'0 wherev i5e i jk]uk /]xj
represents the vorticity vector, as already noticed experimentally
by Johnston et al.@1#. By considering the Richardson number de-
fined as:

Ri5
2V3~S122V3!

S12
2 (25)

it can be mentioned that this particular portion of the profile rep-
resents a region of neutral stabilityRi'0. On the cyclonic side,
the flow is stabilized since the Richardson numberRi is positive
whereas negative values on the anticyclonic wall imply that the

rotation destabilizes the flow@19#. Figures 3~c!,~d! show the evo-
lutions of the axial, normal, and spanwise turbulence intensities

normalized by the bulk velocity (ui9ui9̃)
1/2/um ( i 51,2,3) versus

the global coordinatesx2 /d for both rotation regimes. The model
predicts Reynolds turbulent stresses in excellent agreement with
DNS data@3# for the moderate rotation regimeR0518. For the
higher rotationR056, a very good agreement is also observed
with the DNS data although the turbulence intensity is slightly
overpredicted in the cyclonic wall region. The distribution of the
turbulence fluctuations differs appreciably in the nonrotating and
rotating cases. When the rotation rate is increased, the turbulence
activity is more reduced for the cyclonic wall than for the anticy-
clonic wall. This suggests that the turbulence on the cyclonic side
may originate from interaction with turbulent anticyclonic side.
Due to the rotation, the flow anisotropy is modified. Near the
anticyclonic side, the intensity of the streamwise velocity fluctua-

tions (u19u19̃)
1/2/um decreases with the rotation rate whereas the

intensities of the normal and spanwise velocity fluctuations

(u29u29̃)
1/2/um ,(u39u39̃)

1/2/um are increased. On the other hand, it
can be observed a monotonic decrease of the root-mean square

velocity components (ui9ui9̃)
1/2/um ( i 51,2,3) near the cyclonic

channel side. Figures 3~e!, ~f ! show the Reynolds shear stress

normalized by the bulk velocityu19u29̃/um
2 in global coordinates for

Fig. 7 „a… Streamlines and mean flow velocity field; ssÄ0.2. „b… Mach number contours; nÄ0.01;
ssÄ0.2. „c…, „d… Contours of turbulent Reynolds number RtÄk 2Õne; nÄ110; „c…: ssÄ0.2; 0ËRt
Ë4000. „d…: ssÄ0.5; 0ËRtË4200.
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both Rossby numbers. The asymmetric character of the flow is
well illustrated. Figure 4 describes the evolution of the normalized
friction velocities on the cyclonic and anticyclonic wallsut /u*versus the number rotationR0t5Vd/um53/R0 . The quantityu*is the friction velocity in the absence of rotation. The present
results produced by the Reynolds stress model appear to be quite
close to DNS data of Kristoffersen and Andersson@2# but slightly
overpredicted near the anticyclonic wall in comparison with data
of Lamballais et al.@8# Figure 5 shows the solution trajectories
projected onto the plane formed by the second invariant and third
invariant for the DNS simulation and RSM prediction. The solu-
tion trajectories are computed along a straight line normal to the
walls in a cross section of the channel. It can be seen that the
trajectories produced by the model remain inside the curvilinear
triangle which is the realizable region, and agree well with the
DNS trajectories. Due to rotation, the trajectories are not symmet-
ric when moving from the anticyclonic wall toward the cyclonic
wall.

Channel Flows With Wall Injection
The objective is to investigate the flow in a channel with ap-

preciable fluid injection through a permeable wall as indicated in
Fig. 6. The wall injection is encountered in the combustion in-
duced flowfields in solid propellant rocket motors~SRM!. It is
known that the flow in a channel with wall injection evolves sig-
nificantly with respect to the distance from the front wall. Differ-
ent regimes of flow are observed depending on the injection Rey-
nolds numberRs5rsusd/m, defined with the injection density
rs , the velocityus , the dynamics viscositym, at the porous sur-

face, and with the heightd of the planar channel. In the first
regime, the velocity field is developed in accordance with the
laminar theory. The second flow regime is characterized by the
development of turbulence and is affected by the transition pro-
cess of the mean axial velocity when a critical turbulence thresh-
old is attained. Simulations of channel flows with wall injection
using a first-order closure model have provided different predic-
tions of the transition process and overpredicted turbulence levels
by about 300 percent and 200 percent in the post-transition of the
flow @20–22#. Simulations using a second-order closure model
with an algebraic relation for the turbulence macro-length scale
were performed by Beddini@23#. Experimental data of Yamada
et al. @24# were overpredicted by about 200 percent but a reason-
able agreement with the data of Dunlap et al.@25# was obtained
by generating pseudo-turbulence at the porous surface. These pre-
vious numerical results show that channel flows with wall injec-
tion present physics phenomena that are difficult to reproduce by
simulations. A recent specific experimental setup has been real-
ized at ONERA for investigating the characteristics of injection
driven flows. The planar experimental facility is composed of a
parallelepipedic channel bounded by a lower porous plate. Values
of the duct length and the channel height are, respectively,L
558.1 cm andd51.03 cm. Cold air at 303 K is injected with a
uniform mass flow rate m52.619 kg/m2s through a porous mate-
rial of porosities, 8mm or 18 mm. The injection velocities are
fixed by the local pressure in the channel. In accordance with the
operating conditions of the experimental setup, the pressure at the
head-end of the channel isp051.5 bar wheras the exit pressure is
pe51.374 bar. Due to the mass conservation equation, the flow
Reynolds numberRm5rmumd/m based on the bulk densityrm
and the bulk velocityum varies linearly versus the axial distance
of the channel so that it can be computed asRm5mx1 /m. It
ranges from zero to the approximate value 93104. The injection
Reynolds number is close to 1600. Experiments have been carried
out by Avalon@14#.

Different boundary conditions are applied in the computational
domain. For the impermeable walls, no slip on velocity and con-
stant temperature are required. Zero turbulent kinetic energy and
the wall dissipation rate valueew52n(]Ak/]xn)2 are specified.
For the permeable wall, the inflow boundary condition requires a
constant mass flow rate at the same temperature. Experimental
investigations@14,26# of injected air from porous plate indicate
that some stationary velocity fluctuations appear in the flow
and that the disturbance amplitude increases with increasing in-
jection velocity. Due to this situation, the turbulence fluctuations
at the porous surface can be related to the mean injected velocity

by means of a coefficient defined asss5(u29u29̃/us
2)1/2 to be

parametrically investigated. Other correlations such asu19u19̃ or

u39u39̃ are smaller than the normal velocity fluctuationsu29u29̃ of the
injected flow. In this work, several simulations are performed for
investigating the influence of turbulence in injected fluid,ss
50.1, 0.2, 0.3, 0.4, and 0.5. For injection of low turbulence in-
tensity, the reasonable wall dissipationew is also imposed at the
porous surface. Another point to emphasize concerns the pressure
fluctuations. Considering that the permeable wall does not reflect
the pressure fluctuations, the termF i j

w of Eq. ~15! is reduced to
zero in the normal direction to the permeable wall. The slow and
rapid pressure-strain correlation termsF i j

1 and F i j
2 of Eqs. ~11!

and~12! have not been modified. The reason is that the functions
c1 andc2 in that modeled terms are dependent of the flow turbu-
lent variables, such as the anisotropy tensorai j or the Reynolds
numberRt , and are automatically modified by the nature of the
flow. No more modifications are necessary because the local ef-
fects of flowfield anisotropy near wall are incorporated in the
modeled term@11# F i j 2

2
3r̄ed i j .

Figure 7~a! shows the streamlines and the mean velocities of
the flowfield. Strong effects of the streamlines curvature are ob-
served near the porous wall due to the fluid injection. The veloci-

Fig. 8 Axial variations of turbulent coefficients for different
values of the injection parameter ss . „a… Reynolds number Rt ;
„b… coefficient a. Dot-dashed-line: ssÄ0.1; dotted-line: ss
Ä0.2; dashed-line: ssÄ0.3; long-dashed-line: ssÄ0.4; solid-
line: ssÄ0.5.
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ties increase rapidly in the boundary layer generated by the rigid
wall. Figure 7~b! illustrates the Mach number contours of the
channel flow. High resolution of the steady-state computational
flowfield can be observed through the regular behavior of the
contour lines. The Mach number ranges from zero in the head-end
of the channel to approximately 0.33 in the exit section.

Several simulations have been performed to investigate the in-
fluence of the turbulence injection. As could be expected, the
turbulence transition is affected by the pseudoturbulence injected
through the porous wall. Figures 7~c!, ~d! show the contours of the
turbulent Reynolds numberRt5k2/ne for different values of the
injection parameter. The turbulence is first developed in the im-
permeable wall region and after in the permeable wall region.
Increase of pseudo-turbulence intensity can anticipate the flow
transition near the permeable wall but has no effect on the flow in
the impermeable wall region. Figure 8~a! shows the evolution of
the Reynolds numberRt5utd/2n based on the averaged friction
velocity ut versus the longitudinal distance of the channel. The

average friction velocity is defined asut5A1
2(utw

2 1utm
2 ) where

utw andutm are the friction velocities computed on the imperme-
able and permeable walls, respectively. The rapid rise of the Rey-
nolds number, which occurs in the first part of the channel at 0.2
m, corresponds to the flow transition near the impermeable wall
region. Figure 8~b! shows the evolutions of the integral turbulent
coefficient

a5
cm

md E0

d r̄k2

e
dx2 (26)

for different values of the injection parameterss . The rise of the
coefficient a figure out the transition locations of the turbulent

flow. It can be noticed that the low initial turbulence injection for
ss50.1 is too small to trigger the transition regime. It appears that
the flow turbulence intensity remains insensitive to the injected
turbulence level when such level is large. Figure 9~a! shows the
dimensionless mean velocity profiles normalized by the bulk ve-
locity ū1 /um in global coordinatesx2 /d for ss50.2. The general
shapes of the profiles present a good agreement with experimental
data. The flatness of the curves is attributed to the turbulent effects
which increase when moving to the exit section of the channel.
Figures 9~b!, ~c!, ~d! show the evolutions of the streamwise, nor-
mal, and cross turbulent velocity fluctuations normalized by the

bulk velocity, (u19u19̃)
1/2/um ,(u29u29̃)

1/2/um ,(u19u29̃)/um
2 , for ss

50.2 in different sections of the channel located atx1522 cm, 40
cm, and 57 cm. In a general way, it can be observed that the levels
of the Reynolds stresses of the flow are fairly reproduced by the
RSM model although that minor discrepancy with the experimen-
tal data appears for the last section. The disagreement near the
impermeable side must be attributed to the experimental data
which are altered by the hot wire probe which is introduced
through the impermeable wall. Figures 10~a!,~b! show the normal

velocity fluctuations (u29u29̃)
1/2/um , in different cross sections for

the RSM and thek2e model of Myong and Kasagi@27#. The
k2e model overpredicts the turbulent stresses by about 300
percent.

Conclusion
Numerical flow field simulations for the nonrotating fully de-

veloped channel flow, the rotating channel flows and the channel
flows with wall injection have been performed using a Reynolds
stress model. Comprehensive comparisons with DNS data or ex-

Fig. 9 „a… Mean dimensionless velocity profiles. „b… Root-mean square velocity fluctuations normalized by the bulk velocity

„u 19u 19̃…
1Õ2Õu m . „c… „u 29u 29̃…

1Õ2Õu m . „d… u 19u 29̃Õu m
2 . ssÄ0.2. Symbols: experimental data; lines: RSM. x 1Ä22 cm: v, dotted-line; 40 cm: ¿,

dashed-line; 57 cm: s, solid-line.
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perimental data for each encountered configuration have been pre-
sented. It has been demonstrated that the model which has been
extended for compressible flows and modified for system rotation
and wall injection predicts accurately the flows. For rotating chan-
nel flows, the RSM model yields asymmetric mean velocity and
turbulent stresses in very good agreement with the DNS data. For
the channel flow with fluid injection through a permeable wall,
different flow regimes from laminar to turbulent as well as the
transition of the mean velocity profile, have been reproduced in
accordance with the experimental data. Because of the presence of
permeable and impermeable walls, the development of turbulence
occurs at two different locations in the channel. Effects of pseudo-
turbulence in injected fluid through the porous surface have also
been investigated.
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Generalization of n t-92
Turbulence Model for Shear-Free
and Stagnation Point Flows
The one-equation, eddy-viscosity transport model of Gulyaev, Kozlov, and Secundov,
n t-92, is modified and supplemented by an equation for the turbulence length scale. The
advantages of the model developed here are demonstrated by computing a shear-free
‘‘boundary layer’’ on a flat plate, and the flow and heat transfer near the forward
stagnation line of a circular cylinder. Both cases are known to be challenging for con-
ventional turbulence models.@DOI: 10.1115/1.1341196#

Introduction
Although the relatively simple turbulence models based on the

scalar eddy-viscosity concept are far from perfect, they are still
capable of predicting a rather wide range of aerodynamic and
industrial shear flows. A distinguishing physical feature of such
flows is that their turbulent length scale is proportional to the
characteristic size of a shear layer. However, in many flows of
practical interest, most of all in internal flows, the level of turbu-
lence is significant everywhere, not only in the regions of high
mean velocity gradients~shear layers!. Two typical examples of
such flows are the so-called shear-free boundary layer, and the
flow in the vicinity of the forward stagnation point/line of bluff
bodies. In both cases the length scale of the turbulence is set
solely by the external turbulence. Apparently, any model that
claims to predict such flows should describe properly not only the
turbulence in shear layers but, also, the interaction of the high
external turbulence with the solid walls.

The ‘‘shear-free boundary layer,’’ i.e., the boundary layer on a
flat plate moving with a velocity equal to that of the turbulent free
stream, has been studied in a number of works~see, for instance
@1–4#!. A specific feature of that flow determined in those studies
is that the shear-free boundary layer thickness,D, scales with the
length scale of the external turbulence,Le(t), and does not de-
pend on its intensity~at high Reynolds number, the second, vis-
cous, length scale of this flow, (tn)1/2, is much less thanLe(t) and
so plays only a minor role!. The simplest, one-equation, turbu-
lence models~e.g., n t-92 model@5# and S-A model@6#! cannot
describe that behavior since they do not contain any information
on the free-stream turbulence length scale. Two-equation models
and, in particular, the most widely usedk-« model, do in principle
provide such a possibility. However, they also fail to predict the
character of the near-wall variation of turbulent quantities in the
shear-free boundary layer observed in the experiments and in the
DNS studies. As shown in@7#, the k-« model, applied to shear-
free boundary layers at high Reynolds numbers, predicts that both
k and« vary outside the viscous sublayer as the square root of the
distance to the wall,d:k;d1/2, «;d1/2. As a result, the turbu-
lence length scaleL, proportional to k3/2/«, varies like d1/4,
whereas experiment and DNS suggest thatk;d0, «;d21 andL
;d1.

The flow near the forward stagnation line of a circular cylinder
has also been studied theoretically and experimentally in a num-
ber of works. Both the rapid distortion theory of Hunt@8# and

experiments@9,10# show that, along with a viscous boundary layer
with a thickness proportional to 1/Re1/2, another, much thicker,
boundary layer exists near the stagnation line. All the turbulence
quantities experience significant variations across this layer whose
thickness,D, is proportional to the length scale of the external
turbulence:D;Le . So, just as for the shear-free boundary layer,
D does not depend upon the external turbulence intensity. This
very important feature cannot be captured by relatively simple
one- and two-equation turbulence models. The failure is caused by
the dominant role of the convective terms in the models’ transport
equations which makes the ‘‘secondary’’ boundary layer drasti-
cally thinner than in experiments. One of the negative conse-
quences of that deficiency is a significant overestimate~by a factor
of 2 or even 3! of the heat flux at the stagnation point. Quite
similar effects are typical not only of the cylinder and other bluff
bodies, but also of impinging jets~e.g.,@11#!.

The two flows considered are the simplest examples of a wide
class of turbulent flows where a length scale of external turbu-
lence plays a dominant role and, as demonstrated in the above
analysis, the conventional eddy-viscosity turbulence models be-
come invalid. Note that the advanced Reynolds Stress Models
~RSM!, usually considered as computationally expensive but
much more capable than the simple eddy-viscosity models, suffer
from the same weakness. Although formally RSM include all the
production terms for the whole Reynolds stress tensor, they use a
local approximation for those stresses as well as for the pressure
strain tensor. However, the pressure field can be described accu-
rately only on the basis of the integral of a Poisson equation, and
in this sense RSM are inferior to the rapid distortion theory. In
addition, a crucial element of any RSM is a transport equation for
some turbulence quantity~v, «, etc.! that provides a turbulence
length scale and, therefore, the RSM automatically inherits some
drawbacks of the corresponding transport equations. The authors
are aware of only one work@12# reporting a successful resolution
of the ‘‘large turbulence length scale’’ issue. However, the model
used in this work~the four-equation model of Durbin@13#! is
much more complicated than one- and two-equation models.

In the present work, we outline a generalization of the one-
equation eddy-viscosity transport turbulence modeln t-92 @5# that
makes it applicable to flows where for some reason the turbulence
length scale does not scale with the shear layer thickness. The
generalization includes an additional equation for the turbulence
scale,L. Other than that, some minor alterations of the original
terms of the eddy-viscosity transport equation are made, aimed at
improving model performance for the shear-free boundary layer.
Finally, more serious modifications are suggested, associated with
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a new parameter,F, that increases the role of the ‘‘elliptic’’ terms
of the model and improves predictions of the stagnation point
flow.

Modified n t-92 Transport-Equation for Eddy Viscosity
Then t-92 model that is the parent of the model we are suggest-

ing in the present study is a one-equation model formulated di-
rectly for the eddy viscosityn t :

]n t /]t1ui]n t /]xi5~1/r!]/]xi@r~C0n t1n!]n t /]xi #1~1/r!

3~]n t /]xi !•]/]xi$r@~C02C1!n i2n#%

1Pn2Dn . (1)

Here,ui are the Favre-averaged velocity components,n is the
kinematic viscosity of the fluid, and the difference between the
production and dissipation terms is defined as follows:

Pn2Dn5C2F2$n tG11A1n t
4/3G2

2/31A2@~n t1n!G1#1/2N1%

1C3n t~]2n t /]xi
21N2!2C4n t@]^Ui&/]xi

1abs~]^Ui&/]xi !#2C5G1
2/a22@C6n t~N1d1nw!

1C7F1nn t#/d
2 (2)

Here,a is the speed of sound,d is the closest distance to the
solid wall modified to account for the effect of wall roughness,
d5dw10.1ks ,dw , wheredw is the real wall-distance,ks is the
effective height of the sand roughness, andnw is the eddy viscos-
ity at the wall. At a smooth surface it is equal to zero and at a
rough one is defined from the homogeneous boundary condition
(]n t /]n)w50.

The functionsF1 andF2 in ~2! are defined as:

F15~N1dw10.4C8n!/~n t1C8n1nw!,
(3)

F25~x211.3x10.2!/~x221.3x11.0!, x5n t /~7n!

Finally, relations for the quantitiesG1 , G2 , N1 , andN2 are as
follows:

G1
25]ui /]xj~]ui /]xj1]uj /]xi !, G2

25~]2ui /]xk
2!~]2ui /]xk

2!,
(4)

N1
25~]n t /]xi !

2, N2
25~]N1/]xi !

2

The empirical constants of the model are:

A1520.5, A254.0, C050.8, C151.6, C250.1, C354.0,
(5)

C450.35, C553.5, C652.9, C7531.5, C850.1.

For the shear-free boundary layer, DNS and experiment suggest
the following functional relations between local values of the
eddy viscosityn t , and turbulence length scaleL, and their free-
stream values,n te(t) andLe(t):

n t5n tef ~d/Le!, L5Lew~d/Le!. (6)

Such relations can be satisfied, for instance, if the eddy viscos-
ity obeys the following equation:

n t]
2n t /]xk

21n tN1 /L2n tN1 /d50. (7)

Similar to other semi-empirical turbulence models, Eq.~1! con-
tains, as an important element, an ‘‘equilibrium’’ relation that can
be obtained by neglecting the convective, production, and molecu-
lar diffusion terms in~1! and ~2!:

C0n t]
2n t /]xi

21C1N1
22C6n tN1 /d50. (8)

From a comparison of~7! with ~8!, one can see that they have
some common features and, consequently,~8! can be presented in
a form of the following, more general, ‘‘equilibrium’’ relation for
the eddy viscosity:

b1n t]
2n t /]xk

21b2n tN1 /L2b3n tN1 /d50, (9)

whereb1 , b2 , andb3 are new empirical constants~note that when
deriving ~9! from ~8! it is assumed thatN1'n t /d! in a turbulent
boundary layer.

Considering the equilibrium relation~9!, a modified eddy-
viscosity transport equation~1! can be written as follows

]n t /]t1ui]n t /]xi5@C0~11F!n t1n#]2n t /]xi
21Pn

M2Dn
M ,
(10)

where the difference between the production and dissipation
terms,Pn

M2Dn
M , is given by

Pn
M2Dn

M5C2F2$n tG11A1n t~n t1bn!~n t1n!22/3G2
2/3

1A2@~n t1n!G1#1/2N1%1C3n t~]2n t /]xi
21N2!

1C1~11F!n tN1 /L/~110.1L2G1 /~n t1n!!

2C4n t@]^Ui&/]xi1abs~]^Ui&/]xi !#2C5n t
2G1

2/a2

2$C6~11cF!n t~N1d1nw!1C7F1nn t%/d
2. (11)

As seen from a comparison of~1!, ~2! with ~10!, ~11!, the major
difference between the original and modified equations is associ-
ated with the diffusion and destruction terms, and also with an
additional production term~with the coefficientC1!. The latter
term contains a new variable, turbulence length scale,L, and de-
scribes generation of the eddy viscosity due to its spatial nonuni-
formity, characterized by the quantityN1 . A new parameterF
5K(L2/n t)]L/]xiSik]L/]xk ~whose meaning is explained in
more detail in the next section! is essential only in the vicinity of
the stagnation point and results in an increase of the ‘‘elliptic’’
terms in both then t andL equations.

In addition, in the course of calibration of the new model some
of the empirical constants of the originaln t292 transport equa-
tion ~1! have been somewhat changed~a set of new constants is
presented below, after formulation of the equation for turbulence
length scale,L!. Also, in order to improve the model performance
as applied to a near-wall boundary layer with a streamwise pres-
sure gradient, the term of the model with the second derivative of
the velocity, G2 , is slightly modified ~a parameterb is
introduced!.

Role of Large Scales in Turbulence Transport
The major peculiarity of the flow near a forward stagnation

point, already mentioned in the Introduction, is a significant alter-
ation of the turbulence characteristics from those in the ‘‘free
stream’’ far upstream of the body. Experimental studies~e.g.,
@10#!, show that the turbulence length scale varies along the criti-
cal streamline in accordance with the following law:

L5LeF~d/Le!. (12)

This law does not involve the free-stream turbulence intensity,
(u8/U)e , which means that convection of turbulence in this flow
is negligible.

Another mechanism that could be responsible for the strong
propagation of the disturbances in the upstream direction observed
in the experiments is turbulent diffusion. However, in the vicinity
of the stagnation point, the ratio of the diffusion and convective
terms of the k-transport equation can be evaluated as
(ke)

1/2/Ue(Le /D), whereD is the curvature diameter at the stag-
nation point. It is clear that this ratio is of the order of, or less
than, one, so diffusion of turbulence in the vicinity of the stagna-
tion point is also relatively weak, and the only remaining mecha-
nism that could explain the phenomenon mentioned above is a
fluctuating pressure signal, propagating in all directions instanta-
neously~in the incompressible fluid! or with the speed of sound
~in the compressible gas!. Note that exactly this mechanism plays
a major role in rapid distortion theory@8#, which achieves a fair
agreement with experiments. However, such pressure signals exist
in any turbulent flow, including the shear flows that can be pre-
dicted quite accurately by a wide range of existing turbulent mod-
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els. So, the question arises why the same models fail to predict the
flow near the forward stagnation point. This can be explained as
follows.

In typical shear flows the convection, diffusion, and ‘‘elliptic’’
propagation of turbulence caused by the pressure signals are of
approximately the same order of magnitude. However, as men-
tioned in the Introduction, the length scale of the turbulence,L, in
all such flows~jets, wakes, boundary layers, etc.! is relatively
small: L is either significantly less than, or of the same order as,
the thickness of the shear layer,d. Therefore, turbulence propaga-
tion due to the pressure fluctuations, though it does take place,
does not produce a crucial effect, since it changes the turbulence
only within small regions whose size is of orderL. In simple
turbulence models those changes are accounted for indirectly and
rather crudely, or are not accounted for at all. For instance, in
one-equation models such as then t-92 and S-A models, the ef-
fects of the pressure signals are modeled by introducing a mini-
mum wall distance,d, into the destruction terms of the eddy-
viscosity transport equations. In this context it might be noted that
the desire to eliminated ~see, for instance, the studies@13,14#! is
based mostly on invariance restrictions or numerical consider-
ations rather than on other physical reasons.

The flow near the forward stagnation point/line, as stated many
times earlier, can have a much larger length scale of turbulence
than a shear flow. For instance, for the circular cylinder, the free-
stream turbulence length scale,Le , can be two orders of magni-
tude larger than the thickness of the viscous near-wall boundary
layer in the vicinity of the stagnation line:Le@D/Re1/2. In many
cases,Le can be even larger than the curvature diameterD at the
stagnation point. The latter circumstance is very important since
exactly the value of that diameter defines the thickness of the
dynamic boundary layer where the mean flow velocity is varying
from its free-stream value to zero. Precisely for this reason the
role of the pressure signals in the turbulence transport in such
flows becomes a dominant one and cannot be accounted for by the
simple ways applicable for shear flows. Note that, depending on
theLe /D ratio, the incoming turbulence can either increase due to
the ‘‘stretching’’ of its vortices, or decrease due to the ‘‘block-
ing’’ effect @8#.

So the difference between ‘‘typical shear flows’’ and shear-free
or mixed flows can be considered as a crucial difference of their
length scales, resulting in a quite different role for the pressure
signals. A quantitative criterion of that difference might be the
ratio Le /d or Le /D, depending on whetherd or D defines the size
of the boundary layer. However, these parameters are not local
and, in addition, suffer some vagueness sinceLe can experience
some, though not significant, spatial variation. For this reason, in
the context of the role of the pressure signals, a more objective
criterion of the size of the turbulence length scale is the gradient
of the length scale,]L/]xk .

In shear flows, the ratio of the Reynolds shear stress and the
turbulence kinetic energy, (n t]U/]y)/k, is known to be roughly
constant, about 0.3. In terms ofn t and L this is equivalent to
(L2]U/]y)/n t'10. Considering that in shear flows the gradient
of L, ]L/]xk , is very small~less than 0.1!, it seems to be natural
to suggest an invariant combination ofL2/n t , the mean strain
tensorSik , and the tensor (]L/]xi ,]L/]xk) in the form of the
criterion F introduced above and defined as

F5K~L2/n t!]L/]xiSik]L/]xk (13)

K being an empirical constant of order unity.
It should be noted thatF reaches its maximum when the mean

strain tensorSik is aligned with the tensor (]L/]xi ,]L/]xk). This
is exactly what we have at a stagnation point, where the role of
elliptic effects ~pressure signals! should be most important. For
‘‘simple’’ shear flows~boundary layer, shear layer! this is not the
case, and soF!1, even if the length scale of turbulence in the
free-stream,Le , is large. That is exactly what one should expect,
since it is well known that external turbulence only slightly affects

boundary layer characteristics. Also, in the boundary layer the
role of convective turbulence transport is not significant while the
‘‘elliptic’’ term is of the same order as the production and dissi-
pation and remains important even ifF is small.

Transport Equation for the Turbulence Length Scale
The modified eddy-viscosity transport equation~10! contains a

new parameter, turbulence length scale,L. In order to define it we
use anL-transport equation based on the well-known ideas out-
lined, in particular, in the work@7#. This equation reads:

]L/]t1ui]L/]xi5@k0~11F!n t1n#]2L/]xi
21k1~11F!Gn t /L

1k2n t/L21/3L]Ui /]xi2k3Ln tG1 /~n t1n!

2k4~11F!Gn tL/d2. (14)

HereG25(]L/]xi)
2 andk02k4 are empirical constants.

The first term in the right-hand side of~14! is a diffusion term
and the second and third terms describe an increase of turbulence
length scale caused by viscous effects. The fourth term accounts
for the effect of compressibility~it is equal to zero in a
divergence-free mean velocity field!. Finally, the fifth and sixth
terms describe a decrease of the length scale caused by mean-flow
non-uniformity and by the closeness to a solid wall. Note that the
terms of~14! associated with the ‘‘elliptic’’ equilibrium relation
~9! contain the factor (11F).

The empirical constants of the resulting two-equation model
~10!, ~14! were obtained on the basis of comparison with experi-
mental data on the standard boundary layer flows. Their tentative
values, which might be slightly changed after fine-tuning on a
wider range of experimental data, are:

Al520.5, A254.0.

C050.8, C152.6, C250.1, C354.0, C450.35, C553.5,

C653.3, C7526, C850.21~0.035b!2,

b510, C950.1, K50.3, k050.1, k151.6, k251.0,

k350.1, k452.6.

The boundary conditions for then t-L model~10!, ~14! are im-
posed as follows. At the solid wall the eddy viscosity,n t , and the
turbulence length scale,L, are set to zero. A free stream value of
n t can be computed from the given free-stream turbulence char-
acteristics. For instance, if the turbulence intensity,Tu
5k1/2/Ue , and length scaleLe are known,n t can be estimated as
n te'0.2UeTuLe .

Results and Discussion
The n t-L model capabilities were first evaluated in the sample

near-wall boundary layers, mixing layers, and plane and round
jets. In all those cases it gave results rather close to those of the
original n t-92 model. It should be noted, however, that for those
‘‘canonical’’ flows the new model performs somewhat worse than
the original model~the capabilities of the latter are demonstrated
in @5,15,16#!. For instance, for the plane mixing layer the new
model predicts a noticeable although minor variation of the quan-
tity L(y/x)/X ~X is the size of the computational domain!, i.e., the
model does not provide a strictly self-similar solution. In addition,
with the new model the shape of the velocity profile slightly de-
pends on the free-stream turbulence length scale. To reduce this
effect, the free-stream value ofL being imposed as a boundary
condition to theL-transport equation should satisfy the constraint
Le.X. Thus, even though for typical shear flows the new model
achieves a much higher accuracy than that of the standardk2«
model~the inaccuracy of the latter can reach 100 percent; see, for
example,@17#!, it still cannot be considered as an improved ver-
sion of then t-92 model for such flows. Its major goal is to show
in principle the possibility of developing a simple eddy-viscosity
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model capable of predicting shear-free flows and stagnation-point
flows. That capability is illustrated below on the two flows men-
tioned in the Introduction.

The first one is the shear-free ‘‘boundary layer’’ on a flat plate.
It has a quasi-self-similar solution with the thickness of the near-
wall layer ~a layer where the turbulent flow characteristicsn t and
L change from their free-stream to their wall values! proportional
to Le(x). This solution was obtained with the use of a parabolic
~boundary layer type! solver by streamwise integration until the
flow parameters effectively ceased to vary in the coordinates
n t/n te(x)5Fn(y/Le(x)). Exactly that solution is used to compare
the predictions obtained with different turbulence models with the
experimental data. In addition, to perform such a comparison, we
need a relation between turbulence length scale and other turbu-
lent quantities. In the present study we have used the relationL
55n t /Ak, which provides a coincidence of the scales given by
different turbulence models for the usual near-wall turbulent
boundary layer. In Fig. 1 we compare the profiles of the turbu-
lence length scale and eddy viscosity measured in the experiments
with those computed with the use of then t2L and standard, low
Reynolds number,k2« model of Jones and Launder@18#. In the
experiments@1# the length scale was determined via the spectral

functions at the zero frequency limit. Then the eddy viscosity has
been computed asn t;LA^n82&. One can see that then t2L model
does capture the effect of the wall on turbulence, especially on its
length scale, in a manner that is qualitatively correct and more
accurate than with thek2« model. As mentioned above, the latter
gives a solutionL;y1/4 near the wall, while then t2L model
predicts a more realistic behaviorL;y. Figure 2 shows a com-
parison of the computed and measured profiles of the wall-normal
velocity fluctuation,n8/ne8 . Again, a tangible superiority of the
n t2L model is observed. It should be emphasized that this supe-
riority is caused only by the use of the additional equation forL
and by replacing the term (C02C1)N1

2 in ~1! by the term
C1n tN1 /L in ~11!: The remaining changes from the original
model are not essential as far as shear-free flows are concerned.

The second flow we have considered is the evolution of free-
stream turbulence in the vicinity of the forward stagnation line of
a circular cylinder. The computations were performed with an
incompressible 2D Reynolds Averaged Navier-Stokes solver
based on an implicit fifth order upwind scheme@19#. Along with
the n t2L model, computations have been carried out with thek
2v model of Menter@20# ~M-SST model! that is today consid-
ered one of the most accurate two-equation models for aerody-

Fig. 1 Eddy viscosity and turbulence length scale profiles in
the shear-free boundary layer

Fig. 2 Normal velocity fluctuation profiles in the shear-free
boundary layer

Fig. 3 Eddy viscosity distributions along the symmetry plane
upstream of the stagnation point of the circular cylinder

Fig. 4 Turbulence length scale distributions along the symme-
try plane upstream of the stagnation point of the circular
cylinder
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namic flows. In Figs. 3, 4 we compare the two models’ predictions
with each other and with the experimental data@9,10#.

Figure 3 shows eddy viscosity distributions for different values
of the ratio of the free-stream turbulence length scale to cylinder
diameter,D. One can see a significant superiority of then t2L
model over M-SST in terms of the eddy viscosity prediction. In
particular, the M-SST model predicts sharp peaks of eddy viscos-
ity in the vicinity of the stagnation point that are not observed in
the experiment. In addition, then t2L model gives good predic-
tions of the experimental distributions of turbulence length scale
~see Fig. 4!.

One of our most important goals for then t2L model was an
improvement of the prediction of heat transfer at a stagnation
point, which is known to be one of the challenging issues for
current turbulence models. Experimental studies~see, for instance,
@10#! show that the effect of external turbulence on the heat trans-
fer is large at moderate and small turbulence scales,Le /D,0.5,
while at large values of turbulence scale (Le /D.1 – 2) this effect
becomes negligible. Figure 5 shows that, unlike the experiment,
the M-SST model predicts a significant increase in heat transfer
rate in the latter range~note that a similar deficiency is typical of
the originaln t292 model!. The n t2L model, as was hoped, ad-
justs its behavior quite correctly and agrees fairly well with the
Nusselt number measured in the experiment@21#.

Conclusions
A new approach is suggested, providing for a more complete

account of the effect of turbulence length scale~‘‘elliptic’’ mecha-
nism of turbulence propagation! in the framework of simple eddy-
viscosity turbulence models. Using this approach, the one-
equation turbulence modelv t292 is modified and supplemented
by an additional equation for turbulence length scale, which re-
sults in a new, two-equationv t2L model. The latter has been
shown to be applicable to a wider range of turbulent flows than
conventional two-equation models. In particular, its advantages

over both thek2« and thek2v M-SST models are demonstrated
for the shear-free boundary layer on a flat plate and for the flow
and heat transfer in the vicinity of the forward stagnation point of
a circular cylinder. Both flows are known to be challenging for
conventional turbulence models due to the significant nonlocal
effect of the external turbulence length-scale.
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Rough Wall Modification of
Two-Layer kÀ«
A formulation is developed to apply the two-layer k2« model to rough surfaces. The
approach involves modifying thel n formula and the boundary condition on k. A hydro-
dynamic roughness length is introduced and related to the geometrical roughness through
a calibration procedure. An experiment has been conducted to test the model. It provides
data on flow over a ramp with and without surface roughness.
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1 Introduction
Surface roughness can have a profound effect on heat transfer

to surfaces beneath turbulent flow. The viscous sublayer adjacent
to a smooth wall presents a high impedance to transport to and
from the surface. Protrusions that penetrate the viscous layer in-
crease transfer rates between the surface and the fluid. They do so
by generating irregular, turbulent motion and by extending the
surface into the flow. Incorporating rough wall capability into
computational methods is a considerable practical need. The
present paper is in the vein of providing a practical extension to an
existing, popular turbulence model.

From an operational perspective, the influence of surface ir-
regularities must be represented indirectly through a mathematical
scheme. The rough surface is replaced by an effective, smooth
surface on which modified boundary conditions are imposed. In-
fluences of roughness are represented by a quantity called the
hydrodynamic roughness length. Hydrodynamic roughness modi-
fies a turbulence model in order to reproduce averaged effects of
the true roughness upon the mean flow and upon the turbulence.
The exact prescription of hydrodynamic roughness is, therefore, a
function of the turbulence model.

The k2« model is widely used in computational fluid dynam-
ics; that is the motive for adopting it here. One could debate
whetherk2« is the most effective model available; probably it is
not. A notable flaw is its inability to describe the near-wall zone.
The two-layer approach@1# seems to be the most promising
method to fix that flaw. It generally gives more accurate flow
predictions than other schemes@2#, such as wall functions or ‘low
Reynolds number’ modifications. It is well suited to our present
purposes; but it is worth noting that the procedure to treat rough-
ness described herein can be applied to other models.

Many aerodynamic and heat transfer applications require a
model that is valid for the whole range from smooth, to interme-
diately rough, to fully rough walls. The high pressure turbine
blade is the application that provided an immediate motivation for
the present work. In the course of their lifetime blades are subject
to erosion by impinging combustor air. The roughened surface
experiences an increased rate of heat transfer from the gas stream
@3#.

Models for roughness have a long history. A good survey of the
literature is provided by Raupauch et al.@4#. Both engineering and
meterological concerns are covered. The authors state that in the
engineering approach the log-law is modified by an additive
roughness function, while in the meteorological approach it is
represented by a roughness length. In the present paper we refer to
the latter as the hydrodynamic roughness length, to distinguish it

from the true, geometrical roughness. However, we have to dis-
agree with the distinction made in@4# between the engineering
and meteorological approaches. Present concern is with engineer-
ing problems, but we make use of both the additive form and of
the hydrodynamic roughness length.

The additive form is simply@5# U/u* 51/k log(y1)1Br . Data
on the additive coefficient (Br) as a function of roughness height
constitute the empirical input to the present formulation. A long-
standing method used in engineering closure is to modify a mix-
ing length prescription by adding a hydrodynamic roughness
length to the wall distance@6#: e.g., l 5k(y1y0). The present
model is of a different form, buty0 is made use of. Finally, the
present two-layer formulation requires a modifiedk boundary con-
dition. The rough wall version of thek2v model @6# shares this
feature of incorporating roughness into the boundary condition,
although in that case it is in thev-boundary condition.

This list of methodologies is not meant to be exhaustive; it cites
approaches that bear on the present paper. Other methods to rep-
resent roughness include adding body forces@7#.

2 The Two-Layer Formulation
The formulation begins by reviewing the two-layer method. It

consists in patching together thek2l and k2« models. The
standard model equation for turbulent kinetic energy is

] tk1U•“k52nTuSu22«1“•~~n1nT!“k! (1)

where Si j 51/2(] jUi1] iU j ) is the rate of strain tensor andnT
is the eddy viscosity. It is used in both thek2l and k2«
formulations.

In the k2« model equation~1! is supplemented by

] t«1U•“«5
2C«1nTuSu22C«2«

T
1“•S S n1

nT

s«
D“« D (2)

where the turbulent time-scale isT5k/« and the eddy viscosity is

nT5CmkT. (3)

The standard model constants are

C«151.44; C«251.92; s«51.3; Cm50.09.

In the k2l model, the dissipation rate is represented by

«5
k3/2

l «
(4)

and the eddy viscosity is

nT5CmAkl n . (5)

These supplement thek-equation~1!. The VonDriest form for the
length scales will be adopted here:

l «5Cl yeff~12e2Ry /A«!; l n5Cl yeff~12e2Ry /An!. (6)
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Ry5yeffAk/n is a wall-distance Reynolds number in which, for
smooth walls,yeff is distance from the wall. It subsequently will
be modified by adding the hydrodynamic roughness to the wall
distance. The log-layer solution requires thatCl 5k/Cm

3/4 wherek
is the VonKarman constant. The widely accepted value ofk
50.41 givesCl 52.5. The requirement thatk→«y2/2n asy→0
givesA«52Cl 55.0 @1#.

There is only one free constant,An . We have selected the value
An

0562.5 for use with the two-layer formulation. That value gave
very good agreement betweenCf versusRu predictions and ex-
periments for zero pressure gradient, flat plate boundary layers.

The two-layer formulation consists simply of using~5! and~4!
near a wall, and switching abruptly to~3! and ~2! at a patching
point. The patching point is defined as the location where the

damping function 12e2Ry /An
0

equals 0.95; i.e., wherey
5 log(20)An

0n/Ak.

3 Modifications for Roughness
Roughness has the effect of disrupting the viscous sublayer. We

define they-origin to be where the mean velocity is extrapolated
to zero: that isU(y50)50, by definition. This location ofy50
need not be the effective origin for the turbulent kinetic energy. In
fact, for a fully rough wall, the log-layer extends to the origin, at
which pointk cannot vanish. By definitionU is of the form

U5
u*
k

log@~y1y0!/y0#

under fully rough conditions. Then the eddy viscosity isnT

5u
*
2 /]yU5u* k(y1y0). Hence, the turbulence has an effective

origin at 2y0 . This shifted origin could be considered as a defi-
nition of the hydrodynamic roughness,y0 .

In Eq. ~6! let yeff5y1y0. This will accommodate the effective
origin of the turbulence—provided thaty0 is appropriately speci-
fied. Just modifyingyeff does not accommodate the fully rough
condition, that the log-law extends toy50; the damping function
should also be deleted.A« is sufficiently small that thel « damp-
ing has little effect under fully rough conditions: so, invoking
‘‘occam’s razor,’’ we will leave it as. HoweverAn is not small; it
must be reduced with roughness. The data cited by@4# give the
criterion r 1.90 for fully rough flow. Here the non-dimensional
parameterr 1 is defined asru* /n where r is the geometrical
roughness height. The simple, linear interpolation

A«5max@1,An
0~12r 1/90!# (7)

has the desired effect of deleting the damping. The lower limit of
1 was used, instead of 0, in themaxfunction to avoid division by
zero. Now, whenr 1.90, l n5Cl (y1y0). The well known log-
layer solution@8# k5u

*
2 /ACm givesnT5u* k(y1y0), as desired.

If the log-layer is indeed to extend to the origin ofy under fully
rough conditions, the boundary condition onk must become
k(0)5u

*
2 /ACm. But on a smooth wallk(0)50. Again, a simple

interpolation is used; however, in this case is it quadratic. The
boundary condition onk is

k~0!5
u

*
2

ACm

min@1;~r 1/90!2#. (8)

The reason for quadratic interpolation is that the dissipation for-
mula ~4! gives

«~y50!→ nk~0!

y0
2Cl A«

→
u

*
4

nCl A«ACm
S r 1

90y0
D 2

asy0 , r 1→0. The use of quadratic interpolation leads to a finite,
non-zero value for«~0! in the smooth wall limit.

The formula

u
*
2 5~n1nT!]yUu0 (9)

for the surface stress completes the roughness formulation. At
least, it would complete the formulation ify0 were known as a
function of the geometrical roughnessr. y0 is not a physical
length; it is an artifice added to produce a suitable mean velocity.

4 Hydrodynamic Roughness
Surface protrusions will increase the drag force exerted by the

wall on the flow. In a channel flow with given pressure drop, the
increased drag would decrease the mass flux and the centerline
velocity. The additive constant,B, in the log-law should therefore
be decreased by roughness. Assume that the roughness is of the
random, sandgrain, variety. The log-law can be written

U5u* ~1/k log@y1#1B1DBr~r 1!! (10)

wherer 1 was defined above equation~7!. The functionDBr(r 1)
represents the alteration of the additive constant by roughness.
The functionDBr(r 1) has been measured experimentally by Ni-
kuradse;@5# fit the curve

DBr50 ; r 1,2.25

DBr5j~8.52B21/k log~r 1!! ; 2.25<r 1<90

DBr58.52B21/k log~r 1! ; r 1.90
J (11)

through his measurements. This formula is broken into three re-
gions: effectively smooth, transitionally rough, and fully rough.
The interpolation functionj in ~11! is

j5sinS p/2 log@r 1/2.25#

log@90/2.25# D
which increases from 0 to 1 through the transitionally rough range
2.25<r 1<90. Under fully rough conditions~11! and ~10! give

U/u* 51/k log~y/r !18.5.

While Eqs. ~11! are fit to data on sandgrain roughness, other
roughness geometries only alter the transitional range. Ligrani and
Moffat @5# discuss the case of hemispherical roughness.

The rough wall law~10! is commonly represented by

U5
u*
k

log@y/z0#

where

z0[re2~kBr1 log~r 1!!

can be called the hydrodynamic roughness length. In the fully
rough regime, r 1.90, the last of ~11! gives
z05r /e8.5k5.031r—the hydrodynamic roughness length is a
small fraction of the geometrical roughness size. In the smooth
wall regime,r 1,2.5,z05e2kBn/u* , which recovers the smooth
wall log-law. We have usedB55.5 for the smooth wall additive
constant.

The two-layer roughness model is to be solved along with the
usual mean flow equation

Fig. 1 Computed log layers compared to data correlation
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] tU1U•“U521/r“p1“•~~n1nT!@ t
“U1“U# ! (12)

for incompressible flow. To calibrate the model, a zero pressure
gradient, boundary layer approximation

U]xU1V]yV5]y~~n1nT!]yU !

is solved, along with the two-layerk2« equations. The solution is
a function ofr 1 andy0

1 . A boundary layer at the representative
Reynolds number ofRu55,000 was computed. The range 100
,y1,160 was used as a sample of the velocity in the logarithmic
region. In that region, we define the computed additive constant
by

DBcomp~r 1 ,y0
1!5U12~1/k log@y1#1B!,

averaged over the sample points. Equating this to the experimental
data~11! provides an implicit equation

DBcomp~r 1 ,y0
1!5DBr~r 1! (13)

that was solved to findy0
1 as a function ofr 1 . BecauseDBcomp

is only known through a boundary layer solution, the boundary
layer code was put into a loop and Eq.~13! was solved by Newton
iteration. Figure 1 contains a few comparisons between the com-
puted boundary layer profile and the formula of@5# after the itera-
tions had converged: this simply illustrates the manner in which
y0 was found.

The solution fory0
1 as a function ofr 1 obtained by the above

procedure is shown in Fig. 2. The circles are values computed by
the Newton iterations. The solid line was fit through those values
to give a continuous calibration curve.

5 Tests of the Model
The roughness formulation was tested by computing the experi-

ment of Coleman and Moffat@9#. The experiments were on a flat
plate boundary layer subjected to acceleration of the free-stream.
Both rough and smooth wall data were measured. The accelera-
tion parameter was defined asKr[(rdU` /dx)/U` . Data sets are
for Kr50, 1.531024, 2.931024. The inlet condition in the com-
putations is a fully developed, zero pressure gradient boundary
layer at the experimental inletRu . The fully developed state im-
plicitly specifies profiles ofU, k and «. For the three pressure
gradients, the inlet Reynolds numbers wereRu52,200; 3,740 and
2,320, respectively.

Figure 3 includes the measured values ofr 1 . The roughness
consisted of close packed hemispheres. The equivalent sandgrain
roughness height of the hemispheres was constant and equal to
0.31 in. All the data are near to fully rough. Under fully rough
conditions, the shape of the roughness elements becomes irrel-
evant. The other data in Fig. 3 consist of the skin friction coeffi-
cient and Stanton number. Because of the pressure gradient, the
Reynolds analogy between heat transfer and skin friction, St
'1/2Cf , does not hold.

Fig. 2 Calibration curve for hydrodynamic roughness

Fig. 3 Rough wall in zero and favorable pressure gradients. Clockwise from upper left: k r
Ä0, K rÄ1.5Ã10À4, K rÄ2.9Ã10À4, mÄr¿Õ10, jÄSt, dÄCf .
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The agreement of the model solution to the data in Fig. 3 is
generally quite good. The computations used the experimental
free stream velocity,U`(x), which was available at the measure-
ment stations. The pressure gradient was computed from a para-
bolic fit through the velocity data. Therefore, the input pressure
gradient was piecewise linear; this is why the computed curves
appear to be irregular. The level of agreement between model and
data is sufficient to initially validate the present roughness
formulation.

A curious phenomenon was observed when the model was ap-
plied to an adverse pressure gradient boundary layer. The smooth
wall case of Schubauer and Spangenberg@10# was computed with
a rough wall. Roughness initially increased the skin friction, but
subsequently caused it to decline more steeply than on a smooth
wall, and the boundary layer separated. This thought experiment
is shown in Fig. 4. On further consideration, the behavior is quite
plausible: roughness thickens the boundary layer and makes the
near-wall region more susceptible to flow reversal.

Experimental data on roughness induced separation are not
available; so the prediction that roughness can provoke separation
inspired us to conduct a new experiment. An existing ramp was
installed in the test section of the wind tunnel described in@11#.
The geometry is shown in Fig. 5 with a computational grid.

First, mean flow profiles were measured above the smooth-
walled model. Then the segment from the inlet to the bottom of
the ramp was covered with sandpaper and rough wall data were
obtained. The lower wall of the windtunnel, downstream of the
ramp, was left smooth.

For computations, and in the results to be presented, the curved
section of the ramp is taken to be the unit of length and the origin
is placed at the top of the ramp. Hence the ramp extends fromx
50 to x51. In these units, the inlet of the computational domain
is at x522, and the exit is atx54.7. The height of the inlet is
1.87 and it extends fromy50 to y51.87. After the end of the
ramp the lower wall has dropped toy520.294 in these units.

Under smooth conditions, the inlet momentum thickness Rey-
nolds wasRu53,400, while under rough conditions it was 3,800.
The roughness height was constant; at the inletr 15360. Of
course, at separationr 150, so the full range from fully rough to
smooth occurs in this flow. At the computational inlet a fully
developed boundary layer, with the appropriate thickness was pre-
scribed for the calculation. It was obtained from a separate com-
putation using a boundary layer code. The upper wall also was
provided an inlet boundary layer havingRu53,400.

The geometry in Fig. 5 is such that separation will occur before
the foot of the ramp atx51 in the smooth wall case. So the
geometry is not ideal for demonstrating the predicted ability of
roughness to cause separation, but it can be seen from the data in
Fig. 6 that separation occurs earlier and is more extensive when
the ramp is covered with sandpaper.

At the first three locations of Fig. 6 the rough wall model shows
better agreement to data than the smooth wall calculation. How-
ever, both are in good agreement and illustrate the larger velocity
defect of a rough wall layer. Separation onset is seen to occur
upstream ofx50.74 over the rough wall, where the smooth wall
flow is just on the verge of separation. Atx51 both cases are
separated, but when the wall is rough the separation bubble is
higher. The qualitative prediction of roughness induced separation
is substantiated by these experiments and the agreement between
predictions and data is not bad. It should be noted that the model
was developed before the experiment was conducted—indeed it
was the model prediction that motivated the measurements.

The final test case is the ‘‘sand dune’’ experiment of@12#. This
experiment is an open channel flow over an artificial dune, con-
sisting of a backward facing ramp. More precisely, over a train of
two-dimensional ramps, identical in size and shape. This configu-
ration allows the introduction of a periodic condition in the axial
direction, reducing the problem to the single dune presented in
Fig. 7. The dune bed has the equivalent sand-grain roughness
heightks /d50.0055.

We will concentrate on the case designated in@12# as T6: water
depthd50.292m, with L51.6m andh50.08m ~Fig. 7!. With this
depth, the water surface can be treated as a plane, free-slip bound-
ary. The Reynolds number based on the bulk velocity and water
depth d is Rd51.753105. Computations of this configuration
have been presented previously by@13#, who utilized thek2v
model, with the rough wall boundary condition proposed by Wil-
cox @8#. Patel and Yoon@13# used a computational grid consisting
in 82 stream-wise points and 69 cross-stream points, whereas we
have used 160 stream-wise points and 50 cross-stream points. In
both cases, the distance of the first grid point from the bed was
approximately at 1026d, corresponding toy1<0.25. In both
analyses, the free surface was assumed to be a plane of symmetry.
Computed streamlines are included in Fig. 7. They display a re-
gion of separated flow along the ramp, with reattachment down-
stream, on the horizontal lower wall.

Figure 8 presents a comparison of friction coefficientCf to the
experimental data and to thek2v computations~transcribed from

Fig. 4 Predicted effect of adverse pressure gradient on
smooth and rough wall

Fig. 5 Ramp geometry for present experiment
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@13#!. A smooth wall computation with the two-layerk2« model
is also shown. The introduction of roughness slightly increases the
predicted recirculation region, but the largest effect is after reat-
tachment. The roughness model bringsCf predictions to the cor-
rect level. Both turbulence models are in agreement with the data.

Finally, we compare velocity profiles from the roughness simu-
lation to data at measurement stations 4 (x50.13L), 7 (x
50.27L) and 14 (x50.7L). The x-locations are measured from
the inlet, corresponding to the diagram, Fig. 7. The magnitude of
the backflow in the separated region is seen to be predicted cor-
rectly by the upper left panel of Fig. 9.U-velocity profiles at the
other locations are also in satisfactory agreement to the data. The
V-profiles in Fig. 10 also agree well with experiments, except near
the wall at station 7. This is on the flat bottom wall, shortly after

Fig. 6 Profiles of U velocity component at various downstream positions. Experiment
d, rough wall; Ã, smooth wall. Computation , rough wall; ----, smooth wall.

Fig. 7 Flow domain for sand dune test case. Dimensions are
in mm. The lighter lines show streamlines of the separated flow
over the roughened ramp.

Fig. 8 Friction coefficient on lower wall. h, experiment; ,
present; -X--, kÀv; ¯¯"", smooth wall.

Fig. 9 U-velocity profiles at stations 4, 7, and 14, proceeding
clockwise from the upper left. Lines are computations, squares
are experiment.
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reattachment. It may indicate a slight misprediction of the reat-
tachment location. Note, however, that the values ofV are an
order of magnitude less thanU.

6 Conclusion
The overall objective, to develop a rough wall formulation for

the two-layerk2« model has been met. The basic method con-
sists of inserting a hydrodynamic roughness length into the equa-
tions and modifying thek boundary condition to interpolate be-
tween the fully rough and smooth limits. The success of the
method depends on a calibration procedure that relates hydrody-
namic roughness,y0 to the true, geometric roughness,r. The data
selected here are for sandgrain roughness. Other roughness geom-
etries would produce an altered calibration curve in the regime of
intermediate roughness. The basic approach of modifying the
smooth wall formulation, then calibratingy0 by iterating on
boundary layer solutions, could be applied to other models.

Model predictions of roughness induced separation motivated
an experiment to verify this behavior. The experiment was con-
ducted in an existing facility and consisted of comparing rough
and smooth wall flow over a backward facing ramp. The predicted
behavior was confirmed.
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Modeling of Laminar-Turbulent
Transition for High Freestream
Turbulence
To simulate transitional skin friction or heat transfer, the conditionally averaged Navier-
Stokes equations are used. To describe the diffusion of freestream turbulence into the
boundary layer and the intermittent laminar-turbulent flow behavior during transition, a
turbulence weighting factort is used. A transport equation is presented for thist-factor
including convection, diffusion, production, and sink terms. In combination with the con-
ditioned Navier-Stokes equations, this leads to an accurate calculation of flow character-
istics within the transitional layer. The method is validated on transitional skin friction
and heat transfer measurements, respectively on a flat plate and in a linear turbine
cascade. @DOI: 10.1115/1.1340623#

Introduction
In contrast to natural transition which emanates from the break-

down of amplified disturbances within the boundary layer, bypass
transition is caused by the freestream turbulence affecting the pre-
transitional~pseudo-laminar! layer both by diffusion and by pres-
sure fluctuations@1#. If the freestream turbulence is high enough,
i.e., Tu>1 percent, the transition happens far further upstream
than what would be expected for natural transition. Also, the tran-
sition length is shorter and is directly related to the turbulence
level.

The diffusion of turbulent eddies into the boundary layer prior
to the transition onset has an intermittent character and is first
localized in the outer part of the laminar boundary layer. This
process has also been observed experimentally by Gostelow and
Blunden @2# in the early stage of transition. They measured an
intermittency in the outer layer of the boundary layer, which was
clearly higher than in the near wall region, i.e.,y/d,0.4. Inter-
mittent behavior is also seen during the transition where the flow
in the boundary layer is characterized by distinct turbulent and
laminar phases alternating in function of time. The intermittent
behavior during transition has been quantified by the intermittency
factor g. This factor is the relative fraction of time during which
the flow is turbulent at a certain position. It evolves from 0 per-
cent at the transition point up to 100 percent at the end of
transition.

The same relative fraction of time can be taken to quantify the
intermittent behavior of the diffusing turbulent eddies in the
pseudo-laminar boundary layer. This parameter, called here the
‘‘freestream factor’’v, is 0 percent near the wall and tends to 100
percent in the freestream.

Conditioned Averages
Global time averaging used for classical turbulence modeling is

not valid in intermittently changing flows. To describe the transi-
tional zone and the outer layer zone, it is necessary to use condi-
tional time averaging. These averages are taken during the frac-
tion of time the flow is laminar or turbulent, respectively. As we
are only interested in the state of the flow, i.e., laminar or turbu-
lent, at a certain position, it is sufficient to use a turbulence
weighting factort(x,y), which is the sum of the intermittency
factor g(x,y) and the freestream factorv(x,y):

t~x,y!5g~x,y!1v~x,y!. (1)

As a consequence, this factort incorporates two effects: first, the
diffusion of freestream turbulent eddies into the boundary layer
and second, the transport and growth of the turbulent spots during
transition. Hence, this factor is 0 percent in the vicinity of the wall
within the pretransitional boundary layer, and 100 percent in the
freestream and inside a fully turbulent boundary layer.

The global mean and rms-values can be evaluated with the
conditional averaging techniques derived in earlier work@3# but
now based on the turbulence weighting factort:

ũ5~12t!ũl1tũt,

u82̃5~12t!ul8
2̃1tut8

2̃1t~12t!~ ũl2ũt!
2, (2)

whereũ denotes the global Favre average of thex-velocity com-
ponent, ũl and ũt, respectively, the Favre averages during the
laminar and turbulent phase. Fluctuating quantities are denoted by
single accents.

An obvious advantage of thet-factor, in contrast with the
g-factor, is the ability to end up with turbulent flow quantities in
the freestream prior to transition. At such a position,t is set at 100
percent whileg is set at 0 percent. In the absence of laminar
fluctuations, the averages lead toũ5ũt andu82̃5ut8

2̃ when using
the t-factor and ũ5ũl and u82̃50 when using theg-factor.
Clearly, only when thet-factor is applied, one obtains the right
turbulent freestream values. Although experiments indicate the
existence of laminar fluctuations during the laminar state, their
modeling is not straightforward. Therefore, they are neglected in
the present study.

Applying the conditional averaging technique to the Navier-
Stokes equations leads to a set of laminar and turbulent equations
for mass, momentum and energy@3,4#. These conditioned equa-
tions differ from the original Navier-Stokes equations by the pres-
ence of source terms which are functions of the turbulence
weighting factort:

]Ū l

]t
1

]F̄ l

]x
1

]Ḡl

]y
5

]F̄v l

]x
1

]Ḡv l

]y
1Sl

t ,

]Ūt

]t
1

]F̄ t

]x
1

]Ḡt

]y
5

]F̄vt

]x
1

]Ḡvt

]y
1St

t .

The laminar and turbulent continuity equations are, respectively:
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]r̄ l ũl
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1

]r̄ l ṽ l
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5Sl ,r

t 5
1

2~12t!
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]r̄ t
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1

]r̄ tũt
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t ,

with

Sr
t5~ r̄ l2 r̄ t!

]t

]t
1~ r̄ l ũl2 r̄ tũt!

]t

]x
1~ r̄ l ṽ l2 r̄ tṽ t!

]t

]y
.

The momentum and energy equations have similar expressions.
All source terms become zero whent approaches zero or one. In
order to close the equation,t has to be determined. The factort
has a spatial distribution which largely depends on the conditions
of the mean flow and the boundary layer. For simple cases, one
can derive an algebraic expression. For more general flows, a
transport equation is more appropriate.

Transport Equation for t

Since the evolution oft depends on the diffusion of the
freestream turbulence, on the one hand, and on the transport and
growth of the turbulent spots, on the other hand, the differential
model should certainly include convection, diffusion, and produc-
tion terms. Since the presence of the wall prohibits the existence
of large scale eddies and hence damps the influence of turbulent
eddies, a dissipation term has been added. A general transport
equation fort can be cast in the following form:

]r̄ũt

]x
1

]r̄ ṽt

]y
5Dt1Pt2Et , (3)

whereDt is the diffusion term,Pt the production term, andEt the
dissipation term. The termsũ andṽ are global mean values of the
velocity components.

Diffusion. Prior to transition, the turbulence factort reduces
to the freestream factorv as the intermittency factorg50. The
boundary conditions oft or v are such thatt5100 percent in the
freestream and 0 percent at the wall prior to the transition point.
To the knowledge of the authors, no detailed experiments are
available on the intermittent behavior of freestream turbulence
affecting the edge of the laminar boundary layer. Hence, the nor-
mal variation of the freestream factorv cannot be modeled using
experiments. Therefore we postulate that the effect of freestream
turbulence on the underlying boundary layer is similar in the pre-
transitional region and in the posttransitional region. For the latter,
it is known thatt51. The variation of the intermittency in the
normal direction for turbulent boundary layers was correlated by
Klebanoff as

g~y!5
1

115S y

d D 6 . (4)

Using Eq.~1! the freestream factor should then be:

v512g. (5)

For ease of analysis~see later!, the function~4! is approximated
by an exponential law:

g~y!5expF2CS y

d D nG ,
whereC andn are to be determined. A best global fit is obtained
for n54 and C52. A better fit near the wall is obtained with
n56 andC54 and near the edge withn52 andC52. Based on
Eq. ~5!, the evolution of the freestream factorv can be described
as:

v~y!512expF2S y

dv
D nG , (6)

with dv5C21/nd.
As mentioned previously, the variation ofv(y) is determined

by a diffusion process. Ast(y)5v(y) for a pretransitional
boundary layer, Eq.~3!, in combination with the continuity equa-
tion, reduces to:

]r̄ũt

]x
1

]r̄ ṽt

]y
5 r̄ ṽ

]t

]y
5Dt . (7)

The termDt , controlling the diffusion of turbulent eddies from
the freestream toward the wall, needs to be modeled. In its most
general form, this term can be written as:

Dt5
]

]xi
Fmt

]t

]xi
G ,

wheremt needs to be defined. The diffusion coefficient is postu-
lated to be proportional to the molecular viscositym:

mt5m f ~t!.

Equation~7! then results in:

]

]y Fm f
]t

]yG5 r̄ ṽ
]t

]y
. (8)

Taking as a first approximationr̄ ṽ as constant, Eq.~8! can be
integrated resulting in

m f
]t

]y
2 r̄ ṽt5C0 .

From Eqs. ~4! and ~5! it follows that at the wallt50 and
]t/]y50. This impliesC050. The functionf is then

f 5
r̄ ṽt

m
]t

]y

.

From Eq.~6! it follows

]t

]y
5

n

dv
S y

dv
D n21

expF2S y

dv
D nG .

Also, from Eq.~6!, one obtains

S y

dv
D n

52 ln~12t!.

This allows writing the derivative]t/]y in function of t:

]t

]y
5

n~12t!

dv
@2 ln~12t!#~n21!/n.

Hence, the functionf (t) is:

f 5
ṽ

nũ`

r̄ũ`dv

m

t

12t
@2 ln~12t!#2~n21!/n.

The limit for t→0 results in f 50. The obtained expression is,
however, not valid fort→1. In order to remove the singularity for
t close to 1, we take as expression forf :

f 5C1f mt

r̄ũ`dv

m
@2 ln~12t!#2~n21!/n.

The near-wall functionf mt
should ensure that close to a solid wall

the functionf approaches 0. Hence the diffusion coefficient can be
written as:

mt5mC1f mt

r̄ũ`dv

m
@2 ln~12t!#2~n21!/n. (9)
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Dissipation. During the transition and close to the wall, the
t-factor should reduce to the intermittency factorg. Since a zero
normal variation of the intermittencyg is generally assumed near
the wall, this property should also hold for the turbulence weight-
ing factort. Therefore, the sink termEt is constructed such that
this property can be obtained automatically during transition.
Based on the ideas from the work of Cho and Chung@5#, the
product of normal derivatives of velocity amplitude andt will
yield this property. Therefore, the termEt is chosen to be propor-
tional to

Et;
]

]n F c̃2

c̃`
2 G ]t

]n
;

c̄

c̃`
2

] c̃

]n

]t

]n
,

with c̃5Aũ21 ṽ2 the amplitude of the global velocity vector and
n the wall normal direction. As can be verified, the proportionality
factor should have the dimension of a viscosity. The diffusion
coefficient for the turbulence weighting factor is used, resulting
in:

Et5C3mt

c̃

c̃`
2

] c̃

]n

]t

]n

whereC3 still needs to be defined.

Production. In previous work@3,4#, a production termPg
was derived for the calculation of the intermittency factorg by
means of a transport equation:

]r̄ũg

]x
1

]r̄ ṽg

]y
5Pg .

As the normal derivative oft vanishes near the wall, theEt-term,
as well as the diffusion, disappear near the wall. As a conse-
quence, the production termPt should then reduce to the produc-
tion termPg :

Pt52 f t~12t!A2 ln~12t!br̄ c̃.

This production term is set to zero on the wall prior to the transi-
tion point. The damping functionf t models the distributed break-
down. Fort.0.45 the functionf t51, and fort,0.45 it is given
by:

f t512exp@21.735 tan~5.45t20.95375!22.2#.

The functionb accounts for the turbulent spot growth:

b5An̂s~K, Tu!
c̃`

n

n̂s5 f K1.25 10211Tu`
7/4. (10)

A modification of previous work@3,4# is the use of the local
turbulence intensityTu` in the correlation~10!. This leads to a
better agreement with the experiments. To determine the local
Tu` , one can extract it from the local freestream turbulence ki-
netic energyk` calculated by the turbulence model. For general
flow situations, however, it is sometimes very hard to definek` ,
e.g., in turbine cascades. To estimate the local freestreamTu` , a
simple algebraic correlation is proposed. Examining different sets
of experimental data, the reduction of the freestreamk` is little
affected by the dissipation within the transitional zone. It is, how-
ever, primarily affected by acceleration and deceleration. Hence,
the transport equation for the freestream turbulence reduces to:

dU`k`

dx
50 (11)

As k`;Tu`
2 U`

2 , the expression~11! results after integration into:

Tu`5Tule,`S Ule,`

U`
D 3/2

. (12)

A second adaptation to the expression~10! is the definition of
the pressure parameterf K . From the experimental data of Goste-
low et al.@6# the authors observed that the pressure gradient has a
small effect on the spot growth during the initial phase of the
transitional zone. This phase is characterized by the distributed
breakdown. Based on this observation, the pressure parameterf K
is relaxed by using the distributed breakdown parameterf t :

f K511 f t~PRC21!,

where PRC expresses the pressure influence on the spot growth.
The same correlations given in previous work are still used to
account for this pressure influence:

PRC5H ~474Tule,`
22.9!@12exp~23106K !# K,0,

1023227K0.5985
K.0,

(13)

with K5n/U`
2 (dU` /dx) the incompressible pressure gradient

parameter andTule,` the local turbulence intensity at the entrance
plane.

The production term obtained so far, is directly applicable to
incompressible transitional flows. In transonic flows, on the con-
trary, compressibility and the presence of shock waves effect the
length of the transitional zone considerably, which should be dealt
with by the spot growth parameter~10!. Unfortunately, there is
only limited open literature about these effects on the spot growth.

Qualitatively, increasing the Mach number results into a length-
ening of the transition zone and a retarding of the onset. However,
a large discrepancy among the different correlations exists when
this effect is quantified. Narasimha@7# suggests the ratio of the
transition lengthDx to the onset locationxs to be independent of
Mach number whereas Rexs

;@110.38M0.6#. This suggests that
the spot growth is correlated to the Mach number as:

n̂sM5n̂s inc@110.38M0.6#22, (14)

where n̂s inc is the incompressible spot production parameter
given by Eq.~10! and n̂sM the parameter including the Mach
effect. This correlation means a decrease of the spot growth, by a
factor 1.9 atM51. The analysis of Chen and Tyson@8# based on
low freestream turbulence flows, indicates a lower influence cor-
responding to a decrease of about 1.16 atM51. On the other
hand, Boyle and Simon@9#, however, suggest a drastic influence
of Mach number resulting in a factor of approximately 6 at
M51. From numerically obtained results on turbine guidevanes
~to be discussed later!, the authors experienced a too low Mach
number influence when using Eq.~14!. On the other hand, the
Mach influence suggested by Boyle and Simon resulted into a too
large impact on the spot production rate with a too long transition
length as a consequence. Based on this experience, the authors
found the relation

n̂sM5n̂s inc@110.58M0.6#22, (15)

to be more realistic, at least for the considered test cases. At
M51, it corresponds to a decrease with a factor of 2.5. The large
discrepancy in the different correlations suggests that there is a
fundamental need for more experimental data to better understand
the influence of Mach number in the range of 0.5–1.5. Within the
calculation, the local Mach numberM is obtained from the total
and static pressure assuming an isentropic relation.

The influence of the pressure gradient on the spot production
parameter is considered not to be altered directly by the compress-
ibility. The correlations given by~13! are still valid but the defi-
nition of the acceleration parameter needs to be extended for com-
pressible flows. For incompressible flow a constant parameterK inc
corresponds with a flow through a wedge shaped channel. One
can then prove thatK can be written in function of geometrical
parameters as:

K inc5
n

U`
2

dU`

dx
5

ntga

U0h0
, (16)
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with a the wedge angle,U0 andh0 the velocity and height at the
inlet. If the second formulation ofK in expression~16! is taken as
a basis, a compressible flow through a wedge shaped geometry
results then, after some algebra, into the following compressible
definition of KM :

KM52
m`

r`
2 U`

3 u12M2u
dp

dx
.

Analyzing transitional experiments, the presence of a shock
wave reveals a sharp increase toward turbulent values downstream
of the shock with a shortening of the transition zone as a result. To
model the influence of a shock wave on a transitional flow, it is
necessary to quantify this effect on the spot production parameter.
The presence of a local strong adverse pressure gradient is cer-
tainly not sufficient to model this sharp transition. Another driving
parameter is the freestream turbulence intensity. From the DNS-
work of Lee et al.@10,11# it is clear that the freestream turbulence
level definitely increases due to the presence of a shock. Lee et al.
remarked also that both a spatial and physical distinction can be
made related to the increase of the velocity fluctuations. An ini-
tially straight shock evolves into a distorted front when turbulence
is introduced into the freestream. The resulting shock zone has
now a certain thickness which extends over a distance of about 2.5
times the turbulence length scale. Hence the streamwise compo-
nent in the shock zone contains ‘‘intermittency’’ effects due to the
unsteady distortions of the shock front. The corresponding
Tu`-level within the shock zone increases with a factor of 5 or
more. Downstream of the shock zone, the turbulence level is not
contaminated by the aforementioned intermittency effects. The
increase is much smaller and is mainly due to the pressure work.
The Tu`-level raises approximately with a factor of 1.2–1.3.

For the test cases discussed below, the shock zone thickness is
of the order of 1 cm. Since the transition length is generally com-
parable with the shock zone thickness for turbine cascades, the
corresponding highTu`-level is considered by the authors as the
prime cause of the sudden growth of the turbulent spots. To in-
corporate the shock wave effect within the correlations of the
transition model, the turbulence intensityTu` , obtained with Eq.
~12!, is corrected downstream of the shock and put atTu`515
percent. This model is only a first attempt to describe roughly the
shock wave effect. Clearly, more experiments or DNS calcula-
tions are necessary to better understand the underlying physics
and to come up with more physical models. A similar correction
to Eq. ~12! is applied in the wake region. In the vicinity of shear
layers theTu-levels typically raise to 20 percent or higher. In this
region, the level is set atTu`520 percent.

Transport Equation. Although the effects of freestream and
intermittency factors have been modeled separately, it would,
however, be convenient to combine the modeled terms to end up
with one single transport equation fort. This combination cer-
tainly leads to mutual influences which we presently neglect. This
means, for instance, the acceptance that the transitional diffusion
process is similar to the pretransitional diffusion process. We pro-
pose the following transport equation fort:

]r̄ũt

]x
1

]r̄ ṽt

]y
5

]

]xi
Fmt

]t

]xi
G1Pr2C3mt

c̃

c̃`
2

] c̃

]n

]t

]n
.

The premultiplying factors still have to be defined. The factor
r̄ũ`dv /m in expression~9! can be written as

r̄ũ`dv

m
;

r̄ũ`d

m
;Red .

To have an idea of the Reynolds number, we take the value at the
transition point as representative. With Reds

;Reus
combined with

Eq. ~17! ~see below!, this factorr̄ũ`dv /m;Tule
2.69.

By use of several numerical experiments, the different factors
have been determined to obtain best agreement with the ‘‘re-
verse’’ Klebanoff function:

C352.5

mt533f mt
mTule,`

20.69@2 ln~12t!#25~12t!/6

with f mt
512expF2256S yc`

n D 2G .
One might observe that the exponentn21/n is replaced by 5(1
2t)/6. Originally n54 was taken and gave reasonable results.
As the fit with the Klebanoff function is better forn56 near the
wall (t50) and forn51 in the freestream (t51), a linear varia-
tion was taken as a first attempt to model this behavior. Although
this variation was not taken into account during the analysis, the
authors found a better agreement both near the wall and further
away.

Transition Onset. The start of transition can be defined as
the most upstream location where turbulent spots are generated.
Physically, the generation of turbulent spots is not located on one
single line, but is spread over a certain distance. This means that a
distributed breakdown occurs. Mayle@12# proposed a correlation
for the onset using intermittency data,

Reu t, inc
5420Tule,`

2.69, (17)

which however gives the location at the maximum spot generation
rate. As the present model takes into account the distributed
breakdown, a new correlation is proposed. In previous work@3#,
the width of the breakdown was determined to be:

ReDx52@Rex~g50.2!2Rex~g50.01!#

5
0.744

An̂sxs

5210508Tule,`
27/8.

The wall boundary condition fort is set to zero upstream of the
position:

Rexs, inc
5Rext, inc

20.5 ReDx

5
Reu t, inc

2

0.6642
20.5 ReDx

5400094Tule,`
21.382105254Tule,`

27/8. (18)

Beyond this onset, the wall value oft is determined by the trans-
port equation. As an expression in Reus,inc

is more general to define
the transition onset, the expression~18! is converted by the lami-
nar boundary layer relation:

Reus, inc
50.664ARexs, inc

.

With increasing Mach number, all experiments indicate that the
transition onset shifts downstream at any given turbulence level.
The following correlation is suggested by Narasimha@7# based on
experiments with a wide range of turbulence levels (0.3,Tu
,3 percent):

Reus,M
5A110.38M0.6Reus, inc

,

where the start of transition with compressibility effect, given by
Reus,M

, is related to the incompressible value Reus,inc
in combina-

tion with the local Mach numberM.

Test Cases. The above equations are first validated with ex-
perimental data obtained from transitional flows over adiabatic flat
plates with sharp leading edges@13#. The test case, denoted as
T3A, has zero pressure gradient~ZPG!. The second test case,
denoted as T3C1, has a pressure distribution similar to an aft
loaded turbine blade~see Fig. 1!. The specifications of the differ-
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ent test cases are given in Table 1 whereUi stands for the oncom-
ing velocity andTule for the turbulence level at the leading edge.

The capability of the present transition model is also demon-
strated on a turbine guidevane operating at typical design condi-
tions. This guidevane has been experimentally investigated by
Arts et al.@14# in order to understand the influence of Mach num-
ber, turbulence intensity, and Reynolds number on the transitional
heat transfer distribution. The blade profile has a chord of 67.647
mm and a pitch to chord ratio of 0.85. The total inlet temperature
is set at approximatelyT015420 K. The wall temperature is con-
sidered to be at a nearly constant level of 300 K during the mea-
surement. To validate the present transition model, three different
test cases are considered which are described in Table 2. The
incoming turbulence levelTui is measured 55 mm upstream of
the leading edge plane. As no length scale or dissipation was
measured, the turbulence level at the leading edgeTule is esti-
mated by the correlation of Roach@15#,

Tu580S x

dD 25/7

where the rod diameter isd53 mm.
The computational domain consists of two blocks. The first is a

O-grid with 433 nodes along the blade and 73 nodes normal to the
blade. The first point is situated at a locationy1,1. The second
block is a H-grid of 217349 nodes and is placed in line with the
outlet angle. Figure 2 shows the geometry and the location of the
different blocks.

The equations are solved in their steady-state form by a relax-
ation procedure. A vertex-centered finite volume discretization is
based on a second-order upwind formulation in combination with
a minmod-limiter. The Yang-Shih low-Reynoldsk-« turbulence
model is used. Full details of the numerical method are given in
Steelant and Dick@16#.

Transition Results
For the T3A case, the evolution oft in the streamwise direction

on the wall is given in Fig. 3~full line! together with the experi-
mental values of the intermittency factorg represented by ‘3’-
signs. The correspondence is extremely good. In Fig. 4, the nor-
mal variation oft prior to the transition onset is compared to the
inverse of the Klebanoff law:

v~y!512
1

115S y

d D 6 .

Fig. 1 Velocity distribution for T3C1

Fig. 2 Geometry with location of the different blocks: C-grid
around turbine blade, H-grid along the outlet angle

Fig. 3 Evolution of t along the wall for T3A compared with
experimental g values

Table 1 Description of the flat plate test cases

Table 2 Description of the turbine test cases
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Also here the agreement is very good. These results clearly show
that the modeling of the diffusion and the growth of the turbulent
spots is well described by the present transport equation fort.

Figure 5 gives thet-evolution for T3C1. The symbols do not
correspond here to experimentally measured intermittency data.
They were derived from the measured skin friction using the lin-
ear combination of laminar and turbulent skin friction correla-
tions. Despite this approximation, it gives a good idea about the
expectedg-distribution. The numerically obtainedt-distribution
near the wall corresponds very well with the experimentally de-
rived data.

In Fig. 6, the skin frictionCf of the two test cases are shown as
functions of Rex . The lower line in theCf plot represents the
exact Blasius’ solution given byCf50.664/ARex. The upper line
represents the relation for the turbulent skin friction:Cf

50.445/ln2(0.06 Rex). The determination of the skin friction from
experimentally measured velocity profiles is quite delicate. For a
fully turbulent boundary layer, the friction velocity is determined
by fitting the log-law~Clauser technique! with a corresponding
uncertainty of 5 percent–10 percent. During transition, this
method cannot be used. Therefore the linear lawu15y1 of the
viscous sublayer is used instead with a larger uncertainty of 10
percent up to 25 percent as consequence@17#. TheCf-values ob-
tained by this technique are given by ‘3’-signs. TheCf-evolution
can also be obtained by using the integral momentum equation
and the measuredu, H andUe :

Cf

2
5

du

dx
1~21H !

u

Ue

dUe

dx
.

The corresponding values are given by ‘* ’-symbols. The predicted
Cf-evolution is given by the full line. It is seen that both the
transition point and length are very close to the experiments and
are within the above mentioned uncertainty bands.

The experimental evolution of the shape factor, given in Fig. 7,
already starts to deviate upstream of the transition point from the
laminar value 2.59. This effect is more dominant at higher turbu-
lence levels. This drop is mainly due to the diffusion of the tur-
bulent eddies from the main flow toward the wall. Moreover, at
very high turbulence levels~e.g., T3C1!, these eddies induce fluc-
tuations in the laminar portion of the flow with corresponding
Reynolds stresses. These stresses slightly modify the Blasius ve-
locity profile resulting in a further drop of the shape factor prior to
transition. The numerically obtained shape factors have a slightly
slower drop due to the absence of laminar fluctuations in the cal-
culations.

Figure 8 shows for the T3A-case the profiles of the global
streamwise velocity fluctuationu8 at three positions during tran-
sition: near the start, the middle and the end. The global stream-
wise Reynolds normal stressu82̃ is, with the usual approximation
(u82̃5 k̃) given by

u82̃5t k̃t1
1
2t~12t!@~ ũt2ũl !

21~ ṽ t2 ṽ l !
2#,

where k̃t is the turbulence kinetic energy during the turbulent
phase. The term (12t) k̃l is dropped as the laminar fluctuations
are neglected in the present calculations. This results in a lower
peak than measured near the start of transition. The use of a tur-
bulence weighting factor now results in a nonzero turbulence level
in the freestream before and in the beginning of the transition

Fig. 4 Normal variation of t prior to the transition point for
T3A compared with the suggested free stream factor

Fig. 5 Evolution of t along the wall for T3C1

Fig. 6 Skin friction coefficient for T3A „top … and T3C1 „bottom …
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zone in contrast to using the intermittency factorg with no normal
variation @3,4#. The difference in the calculated and measured
freestreamTu-level is entirely due to the inability of the underly-
ing k-« equations to model correctly the decay of the turbulence in
the freestream. The typical high peak~15 percent up to 20 per-
cent! in the middle of the transition zone is predicted very well.
Near the end, the peak drops off faster, toward the value of ap-
proximately 10 percent for a fully developed turbulent boundary
layer, than is obtained in the experiments. A possible explanation
is a too-large turbulence dissipation produced by the turbulence
k-« model.

The present transition model on turbine test case MUR239 re-
sults in the heat transfer and intermittency distributions given in
Fig. 9. The heat transfer coefficient and the intermittency factor on
the pressure side are placed on the left-hand side, while those on
the suction side are placed on the right-hand side. The overall
distribution agrees very well with the experimental results, which
is mainly due to the correct prediction of the evolution of the
turbulence weighting factor near the wall. The predicted heat
transfer rate in the pretransitional boundary layer is generally
lower than the experimental values both on the suction and pres-
sure side. At high freestream turbulence, velocity fluctuations are
induced in the boundary layer prior to transition. This inherently
results in higher heat transfer rates@18#. This mechanism is, how-
ever, not incorporated in the present model. A possible method
dealing with freestream turbulence effects is the model proposed
by Volino @19#. Here, pure laminar values are obtained which are
almost identical to the lowTu-level data (Tu51 percent). The
fully turbulent level is higher than the experimental level. This
can be attributed to the underlying turbulence model. The near-
wall distribution of the turbulence weighting factort, which cor-
responds with the intermittency factorg, indicates that the transi-
tion is almost completed on the suction side~dashed line in Fig.

9!. On the pressure side, the transition is not completed, as the
intermittency reaches about 70 percent near the trailing edge. The
isentropic Mach number distribution is given in Fig. 10 together
with the only available experimental results taken at slightly dif-
ferent Mach numbers~M2,is50.875 and 1.02!.

Lowering only the turbulence level to 4 percent~MUR245!
reduces the spot production parameter such that a shock wave
appears within the transition zone~Fig. 11!. The sudden rise in
heat transfer is very well predicted but it ends with a too-large
overshoot. On the pressure side, the intermittency evolution is
lower than in the previous case due to the lower turbulence level.
On the suction side, however, the intermittency undergoes a steep
increase downstream of the shock. This leads to a shorter transi-
tion zone ending before the trailing edge. The corresponding isen-
tropic Mach number distribution is given in Fig. 12 and differs
slightly on the suction side from the result in Fig. 10. The pres-

Fig. 7 Shape factor for T3A „top … and T3C1 „bottom …

Fig. 8 Au 82̃ÕUe for T3A at Re xÄ169200 „top …, RexÄ238400
„middle … and at Re xÄ344700 „bottom …
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Fig. 9 Heat transfer distribution for MUR239 „Tu i
Ä6 percent …; full line: calculated heat transfer, dashed line: in-
termittency „Ã 1000…, symbols: experiments „other Tu i also
shown …

Fig. 10 Isentropic Mach number distribution for MUR239; full
line: calculated, symbols: experiment

Fig. 11 Heat transfer distribution for MUR245 „Tu i
Ä4 percent …; full line: calculated heat transfer, dashed line: in-
termittency „Ã 1000…, symbols: experiments „other Tu i also
shown …

Fig. 12 Isentropic Mach number distribution for MUR245; full
line: calculated, symbols: experiment

Fig. 13 Isentropic Mach number distribution for MUR241; full
line: calculated, symbols: experiments

Fig. 14 Heat transfer distribution for MUR241 „legend see Fig.
9…

Journal of Fluids Engineering MARCH 2001, Vol. 123 Õ 29

Downloaded 03 Jun 2010 to 171.66.16.149. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



ence of a thinner, laminar layer allows a longer persistence of the
low pressure region than in the MUR239 case ending with a shock
wave.

Increasing the outlet isentropic Mach number fromM2,is
50.922 in MUR239 toM2,is51.089 in MUR241, results in a
lower pressure distribution on the suction side but has little or no
effect on the pressure side~Fig. 13!. The higher acceleration in the
regions530 to 40 mm compared to MUR239 decreases the spot
growth resulting ing515 percent at positions540 mm instead of
the 26 percent value in the MUR239 case~Fig. 14!. The decelera-
tion from s540 to 50 mm increases the spot growth again with a
sharp rise in heat transfer as a consequence. The slightly acceler-
ated region further downstream attenuates this rise. Near the aft,
the heat transfer rate ends with a peak due to the presence of a
shock at the trailing edge. On the pressure side the intermittency
distribution is almost identical to MUR239 due to the identical
pressure distribution.

Conclusion
The use of conditioned Navier-Stokes equations in combination

with a transport equation for the ‘‘turbulence weighting factor’’
allows the calculation of transitional skin friction and heat transfer
distributions. The numerically obtained results are in good corre-
spondence with the experimental data. Besides pressure gradient
and turbulence level, the effect of compressibility needs to be
taken into account to assure the correct prediction of both the
transition onset and length. The present model, however, does not
allow the prediction of the higher turbulence kinetic energy or the
higher heat transfer rate in the pretransitional boundary layer. This
pleads for a further extension of the model to incorporate the
physics of the freestream pressure fluctuations affecting the un-
derlying boundary layer.
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Nomenclature

Cf 5 skin friction, tw /(rwU`
2 /2)

d 5 rod diameter of turbulence grid@m#
f K 5 pressure parameter
f t 5 distributed breakdown parameter

F, G 5 convective flux vectors
Fv ,Gv 5 diffusive flux vectors

H 5 shape factor
k 5 turbulence kinetic energy@m2/s2#
K 5 acceleration parameter
M 5 local Mach number
n 5 direction normal to the wall

n̂s 5 spot growth parameter
PRC 5 pressure correction parameter forn̂s
Rex 5 Reynolds number,r`U`x/m`
Reu 5 momentum thickness Reynolds number

s 5 distance along the blade surface starting at the
leading edge stagnation point@m#

S 5 source term
Tu 5 turbulence intensity, 100Ak`/U` ~percent!

ũ5rū/ r̄ 5 global Favre time averaged velocity@m/s#
ũt 5 averaged velocity during turbulent state@m/s#
ũl 5 averaged velocity during laminar state@m/s#

u8,v8 5 fluctuating velocity components@m/s#
g 5 intermittency factor
d 5 boundary layer thickness@m#
m 5 dynamic viscosity@kg/m/s#
« 5 turbulence dissipation@m2/s3#
n 5 kinematic viscosity@m2/s#
r 5 density@kg/m3#
t 5 turbulence weighting factor
u 5 momentum thickness@m#
v 5 freestream factor

Subscripts

0 5 total value
1 5 inlet value
2 5 outlet value
i 5 inlet

inc 5 incompressible
is 5 isentropic
l 5 laminar state

le 5 leading edge
s 5 start of transition (g51 percent)
t 5 turbulent state

w 5 wall value
M 5 with Mach number effect
` 5 freestream

Superscripts

˜ 5 conditioned Favre-average
¯ 5 conditioned Reynolds-average
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Stability of the Base Flow to
Axisymmetric and Plane-Polar
Disturbances in an Electrically
Driven Flow Between
Infinitely-Long, Concentric
Cylinders
The method of normal modes is used to examine the stability of an azimuthal base flow to
both axisymmetric and plane-polar disturbances for an electrically conducting fluid con-
fined between stationary, concentric, infinitely-long cylinders. An electric potential differ-
ence exists between the two cylinder walls and drives a radial electric current. Without a
magnetic field, this flow remains stationary. However, if an axial magnetic field is ap-
plied, then the interaction between the radial electric current and the magnetic field gives
rise to an azimuthal electromagnetic body force which drives an azimuthal velocity.
Infinitesimal axisymmetric disturbances lead to an instability in the base flow. Infinitesi-
mal plane-polar disturbances do not appear to destabilize the base flow until shear-flow
transition to turbulence. @DOI: 10.1115/1.1335497#

I Introduction
We have used the method of normal modes to treat the stability

of an electromagnetically driven swirling flow with respect to two
types of infinitesimal disturbances. An electrically conducting liq-
uid is confined to the radial gap between two concentric, station-
ary, infinitely long, circular cylinders, as shown in Fig. 1. There is
an externally applied, uniform, steady, axial magnetic field. An
external power source produces a constant voltage difference be-
tween the two concentric cylinders, which are perfect electrical
conductors. The voltage difference drives a radial electric current
through the liquid, and this current interacts with the axial mag-
netic field to produce an azimuthal electromagnetic body force
~EMBF! which drives the swirling flow. The azimuthal flow in-
teracts with the axial magnetic field to produce a radial induced
electric field which partially cancels the static electric field due to
the externally applied voltage difference, so that the azimuthal
velocity and the radial electric current are intrinsically coupled in
the base flow. For cylindrical coordinates,r * ,u,z* with the z*
axis along the centerline of the two concentric cylinders, the ex-
ternally applied magnetic field isB0ẑ, where the asterisk denotes
a dimensional variable,B0 is the magnetic flux density, andr̂ ,û,ẑ
are unit vectors for the cylindrical coordinates. The voltage of the
outer cylinder minus that of the inner cylinder isDf. BothB0 and
Df can be positive or negative, so that the swirling flow can be in
the positive or negativeu direction. We normalize the liquid ve-
locity with Df/LB0 , whereL is the radial distance between the
two cylinders, so that the dimensionless azimuthal base-flow ve-
locity vu0(r ) is positive for all combinations ofB0 andDf. The
dimensionless coordinatesr and z are normalized byL. Moving
radially outward,vu0 increases from zero atr 5R to a maximum
vu0 max at r 5r max and then decreases to zero atr 5(R11).

This configuration and magnetic field orientation are of signifi-
cance to homopolar devices, which are high-current, low-voltage

DC electromechanical energy converters that operate in the pres-
ence of magnetic fields. Typically, solid copper disks~or rotors!
are mounted on a shaft, and the tip of each rotor is shrouded by a
stationary copper surface~or stator!. Sliding electrical contacts,
which provide low-resistance current paths between the rotor tips
and shrouding stators, carry DC current between the outer periph-
ery of each rotor and stator surface. A liquid metal in the narrow
gap between the rotor tip and concentric stator surface replaces
silver graphite brushes to act as a sliding electrical contact. Details
of the application for liquid metal homopolar devices have been
detailed by Stevens et al.@1#. The ratio of the axial length scale to
the radial length scale in the narrow gap region is on the order of
30. Therefore, the central region of the liquid metal sliding elec-
trical contact behaves in a manner similar to that of two infinitely
long concentric cylinders. Instability issues of a liquid metal slid-
ing electrical contact involve both that of a rotating inner surface
and that of an electrically driven flow. While the instability asso-
ciated with that of a rotating inner cylinder has been explored, the
instability associated with an electrically driven flow has not.

Contributed by the Fluids Engineering Division for publication in the JOURNAL
OF FLUIDS ENGINEERING. Manuscript received by the Fluids Engineering Division
March 6, 2000; revised manuscript received September 7, 2000. Associate Editor:
Y. Tsujimoto. Fig. 1 Schematic of the electrically driven flow problem
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Therefore, before coupling both effects, each should be under-
stood in turn. In this work, only the effect of the electrically
driven flow on stability will be considered. As to the magnetic
field configuration, a purely axial magnetic field orientation is
favored over a skewed magnetic field orientation since there are
eddy current losses associated with a radial component of the
magnetic field@2#.

There are some similarities between our stability problem and
the classical Taylor-Couette problem, where a liquid is confined to
the radial gap between two concentric, infinitely long, circular
cylinders, and a swirling flow is generated by the rotation of one
or both cylinders about their centerline. An inviscid linear stability
analysis indicates that the Taylor-Couette flow without a magnetic
field is stable or unstable fora.0 or a,0, respectively, where
a5d(r uvu0u)/dr is the gradient of the absolute angular momen-
tum per unit mass in the base flow@@3#, Chapter 3#. With viscos-
ity, the Taylor-Couette flow is only prone to instability where
a,0. Taylor @4# distinguished between two cases:~1! corotation
with both cylinders rotating in the same direction or one cylinder
at rest, so thata is either positive or negative over the entire radial
gap, and~2! counter-rotation with the two cylinders rotating in
opposite azimuthal directions, so thata,0 for R<r ,r a and
a.0 for r a,r<(R11). Here, r 5r a when a50. For our
base flow,a.0 for R<r ,r a , and a,0 for r a,r<(R11),
wherer a is always slightly larger thanr max. Thus our base flow is
similar to the Taylor-Couette counter-rotation case in thata
has different signs in two parts of the radial gap, but our
instability-prone region witha,0 is near the outer cylinder, while
that for the Taylor-Couette counter-rotation case is near the inner
cylinder.

The effects of an externally applied, uniform, steady, axial
magnetic field on the Taylor-Couette instability were first consid-
ered by Chandrasekhar@5#, who used the narrow-gap approxima-
tion, i.e., an asymptotic solution forR@1. The role of the uni-
form, axial magnetic field in the Taylor-Couette problem is quite
different from its role in our problem. For the Taylor-Couette
problem, the base-flow azimuthal velocity is entirely independent
of an axial magnetic field, while the steady, axisymmetric flow
perturbations considered by Chandrasekhar@5# interact with the
magnetic field to generate electric current circulations. The
Joulean heating associated with the perturbation electric currents
augments the viscous dissipation to stabilize the flow. The stabi-
lizing effect of a uniform axial magnetic field on Taylor-Couette
flow predicted by Chandrasekhar@5# was verified experimentally
by Donnelly and Ozima@6#. For our electromagnetically driven
base flow, there is no flow without a magnetic field. As the mag-
netic field strength is increased, the base-flow velocity increases
until the induced electric field becomes comparable to the static
electric field.

Weinstein @7# considered the Taylor-Couette problem with a
three-dimensional magnetic field which altered the radial variation
of the base-flow azimuthal velocity, but we only consider our
flow with an axial magnetic field. Chandrasekhar@8# and Roberts
@9# showed that a uniform axial magnetic field has a more stabi-
lizing effect in the Taylor-Couette problem when the cylinders
are perfect electrical conductors than it does when they are
electrical insulators. Chang and Sartory@10# provided a physical
explanation of the increased magnetic stabilization with conduct-
ing cylinders. Since our cylinders must impose a voltage differ-
ence across the liquid and provide the electric current driving the
base flow, only perfectly conducting cylinders are considered
here.

Roberts@9# considered the Taylor-Couette problem with a finite
radial gap, i.e., for a finite value ofR. For a stationary outer
cylinder withR519, i.e., with the liquid in 19<r<20, his results
agreed well with the narrow-gap results of Chandrasekhar@5,8#
for R@1. Soundalgekar et al.@11# treated the Taylor-Couette
problem with electrically insulating cylinders, with a uniform
axial magnetic field, and with an arbitrary radial gap. Their results

show that the effects of changingR depend on the magnetic
field strength. For example, for counter-rotation with the angular
velocity of the inner cylinder equal to ten times that of the
outer cylinder,~1! the Taylor-Couette flow forR519 is more
stable than that forR50.111 when the magnetic field strength is
below a certain value, and~2! the flow for R519 is less stable
than that forR50.111 when the field strength is greater than this
value.

With one exception, all the studies mentioned so far only con-
sidered axisymmetric perturbations in the linear stability analysis
of Taylor-Couette flow with or without a magnetic field. Based on
experimental data, Roberts@9# conjectured that for sufficiently
strong magnetic fields, the most unstable mode might be nonaxi-
symmetric, but his numerical results indicated that the most un-
stable mode was steady and axisymmetric for all cases he consid-
ered. Recently, Chen and Chang@12# showed that in certain
situations, the most unstable mode is unsteady and nonaxisym-
metric for Taylor-Couette flow with an axial magnetic field. For
our electrically driven flow, we have considered two types of
infinitesimal perturbations to the azimuthal base flow. First, we
considered axisymmetric perturbations, i.e., we set the azimuthal
wave number equal to zero, and we found the axial wave number
for the most unstable mode for each magnetic field strength and
radial gap. The most unstable axisymmetric mode was always
steady. Second, we considered plane-polar perturbations, i.e., we
set the axial wave number equal to zero, and we searched for any
azimuthal wave number with an unstable mode. Our motivation
for treating plane-polar modes parallels that of Roberts@9#: the
azimuthal perturbation vorticity in an axisymmetric mode is
strongly damped by an axial magnetic field, while the axial per-
turbation vorticity in a plane-polar mode acts as a generator on
open circuit, i.e., a static electric field develops to cancel the in-
duced electric field due to the perturbation velocity so that there is
no electric current and no magnetic damping. Again, paralleling
Roberts@9# we found no unstable plane-polar modes short of the
shear-flow transition to turbulence.

Richardson@13# presented a linear stability analysis of a swirl-
ing flow which is closer to our electromagnetically driven flow
than Taylor-Couette flow is. He treated the flow inside a single
infinitely long cylinder due to a rotating magnetic field, which is a
very weak transverse magnetic field that rotates about the center-
line of the cylinder at some constant angular velocity and drives a
steady, azimuthal flow whose velocity is much less than the radius
times the field’s angular velocity. The single cylinder corresponds
to R50. Like our base flow, hisvu0 increases from zero atr 50
to a maximum atr 5r max and then decreases back to zero atr
51, so thata.0 for 0<r ,r a and a,0 for r a,r<1, i.e., the
region prone to a Taylor-Couette type instability is close to the
periphery of the liquid region. There are two major differences
between our problem and that treated by Richardson@13#. First,
for his base-flowr a is very close to one so that the instability
prone region represents a very small fraction of the radial gap. For
our problem with a narrow gap, the profile is parabolic so thatr a
is slightly more than (R10.5) and nearly half the radial gap is
prone to instability, i.e.,r a519.502 forR519 with the liquid in
19<r<20. As the gap width increases relative to the inner cylin-
der radius, the region witha,0 decreases slightly, but remains
close to half the gap, i.e.,r a51.528 forR51 with the liquid in
1<r<2. Second, the only role of the magnetic field in Richard-
son’s problem is to produce a steady azimuthal body force which
drives the base flow, and there is no magnetic damping of pertur-
bations. As noted earlier for our problem, a significant axial mag-
netic field is needed to drive the base flow so that there is always
magnetic damping of perturbations.

II General Governing Equations and Boundary
Conditions

In cylindrical coordinates with no gravitational effects, the di-
mensionless governing equations are
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Equations~1a–c! are the radial, azimuthal, and axial components
of the Navier-Stokes equations, respectively. Conservation of
mass and charge are given by Eqs.~1d, e!, respectively. Equations
~1f–h! are the radial, azimuthal, and axial components of Ohm’s
law for a moving conductor, respectively. The variablesv r , vu ,
andvz denote the radial, azimuthal, and axial components of the
velocity vector, respectively. The pressure is denoted byp, andf
is the electric potential function. The electric current density in the
radial, azimuthal, and axial directions arej r , j u , and j z , respec-
tively. Finally, there are two dimensionless parameters: the Hart-
mann number and the interaction parameter, which are defined as
Ha5B0LAs/m and N5sB0

3L2/r(Df), respectively. Here,r is
the density of the fluid,m is its molecular viscosity,s is the
electrical conductivity,Df is the electric potential difference
across the radial gap, andB0 is the magnetic flux density. The
Hartmann number represents the square root of the ratio of the
EMBF to the viscous effects, and the interaction parameter is the
ratio of the EMBF to the inertial effects. The nondimensionaliza-
tions used to establish Eqs.~1a–h! are

r * 5Lr , z* 5Lz, t* 5
L2B0

~Df!
t,

vY * 5
~Df!

LB0
vY , Y* 5

s~Df!

L
Y

f* 5fw1~Df!f, and p* 5s~Df!B0p,

where an asterisk denotes a dimensional variable. The dimen-
sional electric potential of the inner wall is given byfw , andL
represents the dimensional radial gap width.

The walls of both cylinders are solid, stationary, perfect electric
conductors. Therefore, the appropriate boundary conditions with
respect to the velocity and the electric potential function are

vY 5f50, at r 5R

vY 50, f51 at r 5R11.

The governing equations together with the boundary conditions
form a well-posed problem with parametersR, N, andHa.

For a linear stability analysis, we will use the method of normal
modes, in which a disturbance is superposed on a base flow solu-
tion denoted by the subscript 0. Here, the base flow solution is

j r05
K

r
,

vu05Ha2KF r

2
ln r 1S r 2

~R11!2

r D R2

2~2R11!
ln~R!

2S r 2
R2

r D ~R11!2

2~2R11!
ln~R11!G ,

p05
vu0

2

Nr
,

f05Ha2KH r 2

4
ln r 2

R2

4
ln R2

r 22R2

8

1F r 22R2

2
2~R211!2 lnS r

RD G R2

2~2R11!
ln R

2F r 22R2

2
2R2 lnS r

RD G R2

2~2R11!
ln~R11!J 2k ln~r /R!,

where

K215Ha2H 2
2R11

8
1

R2~R11!2

2~2R11! F lnS R11

R D G2J 2 lnS R11

R D ,

with K,0 for 0,Ha,` and 1,(R11)/R,`, and v r05vz0
5 j u05 j z050.

The disturbance is assumed to be of the form,

f1~r !e@ i ~nu1kz2lt !#, (2a)

p1~r !e@ i ~nu1kz2lt !#, (2b)

vW 1~r !e@ i ~nu1kz2lt !#, (2c)

W1~r !e@ i ~nu1kz2lt !#, (2d)

where the amplitude of the disturbance, e.g.,f1(r ), is complex.
The real, integer azimuthal wave number is denoted byn; k is the
real axial wave number; andl5l r1 il i , wherel r is the circular
frequency, andl i is the attenuation/amplification factor. Ifl i
,0, then the disturbance will attenuate or decay. Ifl i.0, then
the disturbance will be amplified or grow. And, ifl i50, then the
disturbance will oscillate: it will neither decay nor grow.

The linearized disturbance equations are obtained by substitut-
ing the base flow variables together with the disturbance variables
@Eqs. ~2!# into Eqs.~1!, subtracting out the base flow equations,
and then neglecting any term in which two or more disturbance
quantities appear:

N21F2 ilv r11
in

r
vu0v r12

2

r
vu0vu1G1

dp1

dr

5 j u11Ha22Fd2v r1

dr2 1
1

r

dv r1

dt
2

~11n2!

r 2 v r1

2k2v r12
2in

r 2 vu1G , (3a)

Journal of Fluids Engineering MARCH 2001, Vol. 123 Õ 33

Downloaded 03 Jun 2010 to 171.66.16.149. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



N21F2 ilvu11
in

r
vu0vu11S dvu0

dr
1

vu0

r D v r1G1
in

r
p1

52 j r11Ha22Fd2vu1

dr2 1
1

r

dvu1

dr
2

~11n2!

r 2 vu1

2k2vu11
2in

r 2 v r1G , (3b)

N21F2 ilvz11
in

r
vu0vz1G1 ikp1

5Ha22Fd2vz1

dr2 1
1

r

dvz1

dr
2

n2

r 2 vz12k2vz1G , (3c)

dv r1

dr
1

v r1

r
1

in

r
vu11 ikvz150, (3d)

d jr1

dr
1

j r1

r
1

in

r
j u11 ik j z150, (3e)

j r152
df1

dr
1vu1 , (3f)

j u152
in

r
f12v r1 , (3g)

j z152 ikf1 , (3h)

with v r15vu15vz15 j r15 j u15 j z15f150, at r 5R and at
r 5R11.

Rather than consider the full problem, we will consider the two
limit cases. At one extreme is the problem that is closely related to
the classical Taylor-Couette instability. Withk.0 andn50, the
disturbance is axisymmetric and toroidal~Taylor! vortices whose
axes are aligned withu appear. This flow will be strongly damped
by an axial magnetic field. At the other extreme withk50 and
n.0, the axes of the vortices are aligned withz, and the distur-
bance is plane-polar. There is zero EMBF opposing the distur-
bance modes in this case. As a consequence of the alignment of
the vortices either with the azimuthal axis or with the vertical axis,
the critical mode will change fromk.0 andn50 for Ha!1 to
k50 andn.0 for Ha@1. We will begin by considering the axi-
symmetric disturbance.

III The Axisymmetric Disturbance: kÌ0 and nÄ0

III.A Analytical Formulation. With n50, the azimuthal
variation of the disturbance is zero, so that the disturbance is
axisymmetric. Equations~3! reduce to:

N21F2 ilv r12
2

r
vu0vu1G

52
dp1

dr
1 j u11Ha22Fd2v r1

dr2 1
1

r

dv r1

dr
2S 1

r 2 1k2D v r1G ,
(4a)

N21F2 ilvu11S dvu0

dr
1

vu0

r D v r1G
52 j r11Ha22Fd2vu1

dr2 1
1

r

dvu1

dr
2S 1

r 2 1k2D vu1G , (4b)

2 ilvz1N215kp11Ha22Fd2vz1

dr2 1
1

r

dvz1

dr
2k2vz1G , (4c)

dv r1

dr
1

v r1

r
1 ikvz150, (4d)

d jr1

dr
1

j r1

r
1 ik j z150, (4e)

j r152
df1

dr
1vu1 , (4f)

j u152v r1 , (4g)

j z152 ikf1 , (4h)

with

v r15vu15vz150 at r 5R (5a)

j r15 j u15 j z15f150 at r 5R (5b)

v r15vu15vz150 at r 5R11 (5c)

j r15 j u15 j z15f150 at r 5R11. (5d)

From Eq.~4g! we see that the azimuthal electric current density
j u1 , due to the induced electric field, produces an EMBF that
opposes the radial component of the disturbance velocityv r1 , and
results in damping of the disturbance. The system of equations
given by Eqs.~4a–h! can be further reduced to two unknowns,
v r1(r ) and j r1(r ), as follows. From Eqs.~4d, e!, vz1 and j z1 can
be written in terms ofv r1 and j r1 , respectively:

vz15
i

k Fdv r1

dr
1

v r1

r G (6a)

and

j z15
i

k Fd jr1

dr
1

j r1

r G . (6b)

To relatef1 to j r1 , introduce Eq.~4h! into Eq. ~6b!:

f152
1

k2 Fd jr1

dr
1

j r1

r G . (7)

By substituting Eq.~7! into Eq.~4f! a relation betweenvu1 and j r1
is established,

vu15 j r12
1

k2 Fd2 j r1

dr2 1
1

r

d j r1

dr
2

j r1

r 2 G . (8)

If vz1 is replaced in Eq.~4c! by i /k@dv r1 /dr1v r1 /r # from Eq.
~6a!, thenp1 is known in terms ofv r1 :

p15
Ha22

k2 Fd3v r1

dr3 1
2

r

d2v r1

dr2 2S 1

r 2 1k2D dv r1

dr
1S 1

r 32
k2

r D v r1G
1

il

k2 N21Fdv r1

dr
1

1

r
v r1G . (9)

The governing equation forv r1 is established by substituting Eqs.
~4g!, ~8!, and~9! into Eq. ~4a!:

2 il ReFd2v r1

dr2 1
1

r

dv r1

dr
2S k21

1

r 2D v r1G
5

d4v r1

dr4 1
2

r

d3v r1

dr3 2S 2k21
3

r 2D d2v r1

dr2

2S 2k22
3

r 2D dv r1

dr
1S k41Ha2k21

2k2

r 2 2
3

r 4D v r1

1
2

r
Revu0Fd2 j r1

dr2 1
1

r

d j r1

dr
2S k21

1

r 2D j r1G , (10)

with
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v r150 at r 5R and at r 5R11. (11a)

dv r1

dr
50 at r 5R and at r 5R11. (11b)

Here, Re5Ha2/N5rDf/mB0 . The second boundary condition,
Eq. ~11b!, comes from the continuity equation@Eq. ~4d!# with
vz150 at r 5R and atr 5R11.

To obtain a governing equation forj r1 , substitute Eq.~8! into
Eq. ~4b! to replacevu1 with terms involvingj r1 :

2 il ReFd2 j r1

dr2 1
1

r

d j r1

dr
2S k21

1

r 2D j r1G
5

d4 j r1

dr4 1
2

r

d3 j r1

dr3 2S 2k21
3

r 2D d2 j r1

dr2

2S 2k22
3

r 2D 1

r

d j r1

dr
1S k41Ha2k21

2k2

r 2 2
3

r 4D j r1

1Rek2Fdvu0

dr
1

vu0

r Gv r1 . (12)

From conservation of charge, Eq.~4e!,

d jr1

dr
1

j r1

r
50, at r 5R and at r 5R11. (13a)

A second boundary condition for the radial disturbance electric
current density component can be found through Eq.~8!, with
vu150 at r 5R and atr 5R11:

d2 j r1

d2r
1

1

r

d j r1

dr
2S k21

1

r 2D j r150.

A more compact form of this boundary condition is found by
adding and subtracting the termj r1 /r 2 to the above equation, then
applying Eq.~13a! to obtain:

d2 j r1

dr2 2S k21
2

r 2D j r150, at r 5R and at r 5R11.

(13b)

III.B Numerical Formulation. Equations~10! and~12! to-
gether with the boundary conditions@Eqs.~11! and~13!# form an
eigenvalue problem whose parameters are:R, which is a measure
of the gap width;k, the axial wave number; Re, the Reynolds
number; and Ha, the Hartmann number.~Note that whenR is
large, the gap width is narrow.! To establish the neutral stability
curve, choose values forR, k, and Ha, then determine Re such that
the imaginary portion of the eigenvalue,l i , is zero. To this end,
a collocation technique is used in which the unknowns are repre-
sented by Chebyshev polynomials@@14#, pp. 65–70#. Since the
Chebyshev polynomials are defined on the interval from21 to
11, the radial coordinater will be redefined as:

z52r 2~2R11!

such thatz is between61 when r 5R and R11, respectively.
This coordinate transformation is applied to Eqs.~10–13!. Both
the disturbance velocityv r1 and the disturbance electric current
densityj r1 are now represented by Chebyshev polynomials which
are functions ofz,

v r1~z!5(
s50

S12

asTs~z! and j r1~z!5(
s50

S12

bsTs~z!

where as and bs are unknown coefficients,Ts(z) denotes a
Chebyshev polynomial of orders,

Ts~z!5cos@s arccos~z!#, with 0<arccos~z!<p,

and (S12) represents the highest-order polynomial. The series
representation is substituted into the transformed version of Eqs.
~10!, ~13! and the boundary conditions to obtain:

2 il Re(
s50

S12

Q2s, jas5(
s50

S12

Q4s, jas
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s50

S12

Q2s, jbs (14a)
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(
s50
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as50 (14c)

(
s51

s odd
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as50 (14d)

(
s50
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s2as50 (14e)

(
s51

s odd

S11

s2as50 (14f)

(
s50

S12

bsF 2s2

~a21!
1

1

aG50 (14g)

(
s50

S12

~21!sbsF 2s2

~a21!
21G50 (14h)

(
s50

S12

bsF4s2~s221!

3~a21!
2k22

2

aG50 (14i)

(
s50

S12

~21!sbsF4s2~s221!

3~a21!
2k222G50 (14j)

where

Q2s, j5
4

~a21!2 Ts9~z j !1
2

~a21!r j
Ts8~z j !2S k21

1

r j
2DTs~z j !,

Q4s, j5
16

~a21!4 Ts
iv~z j !1

16

~a21!3r j
Ts-~z j !

2
4

~a21!2 S 2k21
3

r j
2DTs9~z j !1

2

~a21!

1S 2k22
3

r j
2DTs8~z j !1S k41Ha2k21

2k2

r j
2 2

3

r j
4DTs~z j !,

and j 51,2,̄ ,(S21) are associated with the collocation points.
Equations~14a,b! must be satisfied at the (S21) collocation
points, which are given byz j5cos(jp/S), j 51,2,̄ ,(S21). For
a givenR and Ha this system of equations, Eqs.~14a– j!, is solved
through the MSIMSL subroutine DGVLCG to determine whenl i
is zero, at which point the flow is neutrally stable. The results
presented here are withS526.

An alternative solution technique was used to check the results
from the eigenvalue solver. Here, the system of equations, Eqs.
~10–13!, was solved with a collocation method in conjunction
with a Crank-Nicolson technique to determine whether the solu-
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tion attenuates or amplifies with time. This technique is described
by Morthland and Walker@15#. Unlike the previous approach, any
disturbanceq1(r )e2 ilt is replaced byq1(r ,t), and the coefficients
in the Chebyshev polynomial representation are functions of time:

v r1~z,t !5(
s50

S12

as~ t !Ts~z! and j r1~z,t !5(
s50

S12

bs~ t !Ts~z!.

Therefore,]v r1(z,t)/]t5 S
s50

S12
@(as

m2as
m21)/Dt#Ts(z), where as

m

5as(tm) at the current time steptm andas
m215as(tm2Dt) is at

the previous time step. The governing equations@Eqs. ~10! and
~12!# and boundary conditions, when the Crank-Nicolson tech-
nique is applied, can be written as:

(
s50
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s51
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s2as
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s50
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3~a21!
2k22

2

aG
5(

s50

S12

~21!sbs
mF4s2~s221!
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The coefficientsas
m andbs

m are to be determined. For small Hart-
mann numbers, the time step was set toDt50.1, with larger steps
possibly resulting in immediate divergence of the solution, and
smaller steps converging to the same results asDt50.1. For large
Hartmann numbers, however, the time step must be smaller, vary-
ing as O~Ha22). As time increases, the coefficients initially in-
crease in value, then decrease if the base flow is stable for a
particular disturbance. Otherwise, the coefficients continue to in-
crease. In either case, there is no evidence that any of the coeffi-
cients oscillate with time. The largest coefficient appeared to be
a2 . Therefore, to determine whether a particular set of parameters
leads to an instability, an amplification-attenuation factor,G, is
defined:G5a2

200/a2
175. Results using other definitions, such as

G5a2
400/a2

350, did not produce significantly different results. If
G,1, then the solution decays, indicating that for that particular
set of parameters, the results are stable. IfG.1, the flow is un-

stable. There were no significant differences forS approximately
between 20 and 30, depending on the parameters. However, forS
greater than approximately 45, the results were not reliable.

Both the eigenvalue technique and the Crank-Nicolson solution
were in good agreement.

III.C Axisymmetric Results and Discussion. Before pre-
senting the results for the problem described by Eqs.~10–13!,
consider the inviscid case. As noted in the introduction, if viscous
effects are neglected in Eqs.~10! and~13!, then stability hinges on
the sign of the gradient of the absolute angular momentum per
unit mass,a5d(r uvu0u)/dr @3#. If a is negative, then the flow is
unstable. This is indeed the case here, where for any given value
of R and Ha, there is a region in the flow field for whicha is
negative. This region of instability occurs nearer the outer cylin-
der atr 5R11 rather than the inner one atr 5R.

One may anticipate thata will play a role in the stability of the
viscous flow as well. Therefore, it is necessary to consider both
vu0 anda. If vu0 anda are normalized with respect tovu0max

, the
maximum base flow azimuthal velocity, and the radial coordinate
is normalized byR11, then for a given value ofR all plots col-
lapse onto each other regardless of Ha, as shown in Figs. 2~a, b!
for R54.0 and 0.25. AsR is decreased, the radial gap width
increases, and the radial electric current is more concentrated at
the inner radius than at the outer one, so that there is a larger
azimuthal body force near the inner cylinder. As seen in Figs. 2
~a, b!, this skews the parabolic profile so thatvu0max

moves toward
the inner cylinder resulting in a decrease of (r max2R) and an
increase of (r a2R). Here, r max54.481 for R54.0, and r max
50.637 forR50.25. And,a50 when

r 5r a5expF R2

2R11
lnS R11

R D1 ln~R11!2
1

2G ,

Fig. 2 „a… Normalized base flow azimuthal velocity versus the
normalized radial coordinate; „b… normalized gradient of the
base flow angular momentum versus the normalized radial co-
ordinate
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which for R54.0 occurs atr >4.51 and for R50.25 at r
>0.811. Therefore, assuming thata,0 is a necessary condition
for instability, the unstable region forR54.0 is approximately 49
percent of the entire flow domain, and whenR50.25, approxi-
mately 44 percent of the flow domain is sensitive to infinitesimal
axisymmetric disturbances. Consequently, a slightly larger portion
of the flow domain should be unstable forR54.0 than forR
50.25. Note that withR54.0 the gap width is narrower than
whenR50.25.

The maximum base flow azimuthal velocity is presented in
Table 1. Two trends are apparent from Table 1:~1! as Ha in-
creases,vu0max

increases for bothR54.0 andR50.25 towards a
maximum of approximately 1.50 and 1.49, respectively; and~2!
for a given Ha,vu0max

is larger forR54.0 than forR50.25. Re-
garding the first trend, Ha can be viewed as a measure of the
strength of the magnetic field. As Ha increases, the base-flow
velocity increases until the induced electric field becomes compa-
rable to the static electric field. Beyond this Ha the maximum
velocity does not change. The second trend can be understood by
considering two capacitor plates separating a material with a
known resistivity. For a given voltage difference across the plates,
as the gap between the plates increases, the resistance increases,
and the net current decreases. The same is true here. For a given
Df the radial current decreases asR decreases, the radial gap
widens leading to a reduced EMBF and a smaller maximum ve-
locity.

For small Ha, one typical neutral stability curve is shown in
Fig. 3 for R54.0 and Ha50.025. This figure is reminiscent of the
neutral stability curves found in the Benard-Rayleigh problem.
The disturbance attenuates when (k,Re) values lie to the left of
the neutral stability curve, indicating that the base flow is stable
with respect to that particular disturbance. The base flow is un-
stable with respect to a given disturbance when (k,Re) values lie
to the right of the neutral stability curve. Table 2 lists the critical
wave number,kcr , and the critical Reynolds number, Recr , for
R54.0 and 0.25 with Ha53.162, 10.0, and 31.62.~These values

of Ha correspond toQ5Ha2510, 100, and 1000, which is often
the parameter used in the literature.! The critical wave number,
kcr , initially increases as Ha increases, then decreases. An in-
crease inkcr corresponds to a decrease in the wave length of the
disturbance. The behavior ofkcr with ln~Ha! is illustrated in Fig.
4 for R54.0. Here,k is essentially constant until Ha'1, then
increases linearly until Ha>28.75, at which pointk decreases as
Ha increases. The relationship betweenkcr and Ha is similar for
R50.25. To better understand whykcr behaves in this manner,
consider Figs. 5–7 withR54.0 and Ha528.5, 28.75, and 29. In
these figures, we observe that there are two competing wave num-
bers, with the base flow being more sensitive to the wave number
at the smaller Re. This is a bifurcation: with Ha below some
value, here that value is approximately 28.75, the base flow is
more sensitive to infinitesimal axisymmetric disturbances at larger
wave numbers~or shorter wave lengths!, and for Ha above some
value, the base flow is more sensitive to disturbances at smaller
wave numbers~or larger wave lengths!. At this point, we are not
able to explain why this is so.

For a different perspective, consider the effective Reynolds
number, Re*5vu0max

* L/n5vu0max
Re. From Table 3 we observe that

as Ha increases, Re* also increases, indicating that the base flow
becomes less sensitive to infinitesimal axisymmetric disturbances
as the magnetic-field strength increases. Furthermore, it becomes
clear that for the narrower radial gap,R54.0, the base flow is
more stable than with the wider radial gap,R50.25. This suggests
that the effect of the walls is to stabilize the flow.

Next, consider the stream lines forR50.25 with Ha53.162 and
31.62. Both the abscissa and the ordinate have been rescaled, with
the abscissa beingj5r 2R, and the ordinate being 2pz/kcr .

Fig. 3 Neutral stability curve for Ha Ä0.025 and RÄ4.0 Fig. 4 Wave number as a function of ln „Ha… for RÄ4.0

Table 1 The maximum base flow azimuthal velocity with r max
Ä4.481 when RÄ4.0 and r maxÄ0.637 when RÄ0.25

Table 2 The critical wave number and critical Reynolds num-
ber for given Ha and R
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Therefore, at the inner cylinder, whenr 5R, j50; and at the outer
cylinder, whenr 5R11, j51. Here, the critical wavelength is
related to the critical wave number:lcr52p/kcr . Therefore, with
R50.25, lcr55.435 andlcr55.956 for Ha53.162 and 31.62,
respectively. In Fig. 8, we observe that the meridional flow forms
into horizontal nodal planes. Between each pair of nodal planes,
there is a strong clockwise~or counterclockwise! circulation near
the outer cylinder and a much weaker counterclockwise~or clock-
wise! circulation near the inner cylinder. Between the adjacent
pair of nodal planes, the circulations are opposite: if a strong
counterclockwise cell occurs near the outer cylinder, then in the
adjacent nodal plane, there will be a strong clockwise cell near the
outer cylinder. Taylor@@4#, p. 327# made note of these cells, at-
tributing them to the fact that the surface along which the velocity
was zero separated the radial gap into two regions. However, he
was quick to point out that the edges of these cells did not meet at
the zero velocity surface. In our case, there is no zero velocity
surface within the radial gap. However, there is a surface along
which a is zero. From Fig. 8, it is apparent that the edge of the
cells do not meet at thea50 surface. For small Ha, the circulation
near the outer cylinder extends over a large portion of the radial
domain and is much stronger than that near inner cylinder. Further
evidence of this is seen in the real and imaginary components of
the amplitude of the radial component of the disturbance velocity,
v r1(r ), Fig. 9. The imaginary part ofv r1 is essentially zero when
Ha53.162. The real part ofv r1 illustrates that there are two cells,

the stronger of the cells, near the outer cylinder, extends over a
larger portion of the radial domain. As Ha increases, the radial
extent of the cell near the outer cylinder decreases, and the inner
cells increase in both radial extent and magnitude. The axial ex-
tent of the cells initially decreases with Ha, then increases after
bifurcation. After bifurcation, the cells become distorted, Fig. 10.
The strong clockwise~or counterclockwise! outer circulation be-
tween one pair of nodal planes connects with the weaker clock-

Fig. 5 Neutral stability curve for Ha Ä28.5 and RÄ4.0

Fig. 6 Neutral stability curve for Ha Ä28.75 and RÄ4.0

Fig. 7 Neutral stability curve for Ha Ä29 and RÄ4.0

Fig. 8 Stream lines for Ha Ä3.162 and RÄ0.25. The contour
interval for the right cell is 0.37, with the maximum occurring at
the center of the cell. The contour interval for the left cell is 0.1,
with the absolute maximum value occurring at the center of the
cell.

Fig. 9 Amplitude of the radial disturbance velocity as a func-
tion of the normalized radial coordinate for Ha Ä3.162 and R
Ä0.25

Table 3 The critical wave number and effective Reynolds
number, Re *Ävu0max

* LÕn, for given Ha and R
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wise ~counterclockwise! inner circulation from the adjacent nodal
plane. Therefore, the circulations cross the original nodal planes,
creating a new nodal surface which is neither horizontal nor ver-
tical. This behavior is reflected in the real and imaginary parts of
v r1 , where the imaginary part is now substantial and out of phase
with the real part ofv r1 , Fig. 11. The results presented in Figs.
8–11 illustrate the bifurcation: the nodal surfaces undergo a tran-
sition from horizontal to skewed for Ha above a critical value.

A very similar pattern is seen whenR54.0. However, for Ha
53.162 the meridional flow consists of one cell which fills the
entire radial gap~not shown here!. Therefore, a larger portion of
the flow domain is unstable whenR54.0 than whenR50.25, as
anticipated when we considered the influence ofa. As Ha in-
creases and the cell nearr 5R11 contracts radially, a second,
weaker cell forms near the inner cylinder. Its circulation is oppo-
site to that of the main cell at the outer cylinder. Here, too, the
horizontal nodal surfaces are skewed upon bifurcation.

To summarize these results, the disturbances arise near the
outer cylinder, where the flow is most unstable. These distur-
bances then spread radially inwards toward the inner cylinder.
However, as Ha increases, the EMBF opposes the radial spread of
the disturbances, so that their radial extent decreases. This stabi-
lizing effect of the magnetic field is also seen through Re*, which
increases with Ha. In addition, the flow withR54.0, a narrower
gap, is more stable to infinitesimal axisymmetric disturbances

than the flow withR50.25, a wider gap. Finally, we observed a
bifurcation in which the nodal pattern changes from horizontal to
skewed.

IV Plane-Polar Instability: kÄ0 and nÌ0
In this case, the variation is in the azimuthal direction. There-

fore, should an instability exist, the disturbance vortices would
have their axes aligned with the z axis. Here, we only consider
Ha@1, and the base flow azimuthal velocity is independent of
Ha:

vu05K̂F r

2
ln r 1S r 2

~R11!2

r D R2

2~2R11!
ln~R!

2S r 2
R2

r D ~R11!2

2~2R11!
ln~R11!G , (15)

where K̂2152(2R11)/81@R2(R11)2/2(2R11)#@ ln(R
11/R)#2. The disturbance electric current density vector is zero,
as is the axial component of the disturbance velocity:j r15 j u1
5 j z15vz150. Equations~3! can reduced to a single equation in
terms of one unknown,v r1 . The disturbance quantities,vu1 and
p1 , then can be determined from Eqs.~3d! and~3b!, respectively.

To understand these statements, observe that from Eq.~3h!,
with k50, j z150. The azimuthal component of Ohm’s law, Eq.
~3g!, can be written as

f15
ir

n
~ j u11v r1!. (16)

Take the first derivative of Eq.~16! with respect tor and substi-
tute the result into Eq.~3f! to obtain

j r152
i

n S r
d ju1

dr
1 j u1D , (17)

where the velocity components have been eliminated through the
use of Eq.~3d!. To generate an equation in terms ofj u1 , Eq. ~17!
is substituted into Eq.~3e! to obtain,

r 2
d2 j u1

dr2 13r
d ju1

dr
1~12n2! j u150,

or j u15c1r (11n)1c2r (12n), wherec1 andc2 are constants to be
determined by the boundary conditions. When the boundary
conditions are applied,j u150 at r 5R and r 5R11, both con-
stants are zero, andj u150 everywhere. Withj u150, Eq. ~3e!
simplifies to (1/r )d(r j r1)/dr50, which, after the boundary
conditions are applied, indicates thatj r150 everywhere. There-
fore, with j r15 j u15 j z150, there is no EMBF in the disturbance
equations.

As a consequence, Eq.~3c! has only one unknown,vz1 , which
appears in each term. That equation is homogeneous as are the
boundary conditions. Therefore, the axial component of the dis-
turbance velocity is zero. From continuity, Eq.~3d!,

vu15
i

n S r
dv r1

dr
1v r1D . (18)

If Eq. ~18! is substituted into Eq.~3b!, then a relation forp1 in
terms ofvu0 andv r1 is obtained:

Ha2p15n22F r 2
d3v r1

dr3 14r
d2v r1

dr2 1~12n2!
dv r1

dr
2~12n2!

v r1

r G
1

i Re

n2 F ~lr 22nvu0!
dv r1

dr
1S lr 1nr

dvu0

dr D v r1G (19)

With Eq. ~19! and the continuity equation applied to Eq.~3a!, the
governing equation forv r1 is established:

Fig. 10 Stream lines for Ha Ä31.62 and RÄ0.25. The contour
interval is 0.44.

Fig. 11 Amplitude of the radial disturbance velocity as a func-
tion of the normalized radial coordinate for Ha Ä31.62 and R
Ä0.25
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i ReH r ~lr 2nvu0!
d2v r1

dr2 13~lr 2nvu0!
dv r1

dr

1Fl~12n2!1
n

r
~n222!vu01n

dvu0

dr
1nr

d2vu0

dr2 Gv r1J
1r 2

d4v r1

dr4 16r
d3v r1

dr3 1~522n2!
d2v r1

dr2

2
~112n2!

r

dv r1

dr
1

~12n2!2

r 2 v r150 (20)

with v r15dv r1 /dr50, at r 5R and r 5R11, where Re5Ha2/N
5r(Df)/mB0 is the Reynolds number. From Eq.~20! we ob-
serve that the magnetic field has no direct effect in this two-

dimensional, ordinary hydrodynamic stability problem. The only
roles of the magnetic field are:~1! to interact withj r0 to produce
vu0 , and~2! to force a shift to modes withk50.

Equation~20! together with the boundary conditions forms an
eigenvalue problem: givenR and Re, determinel such that Eq.
~20! and its boundary conditions are satisfied. Here, too, a collo-
cation technique is used in whichv r1 is represented by Chebyshev
polynomials:

v r1~z!5(
s50

S12

asTs~z!,

where the terms have been defined in Section III.B. The series
representation is substituted into the transformed version of Eq.
~20! and the boundary conditions to obtain:

(
s50

S12

anH 16r j
2

~a21!4 Ts
iv~z j !1

48r j

~a21!3 Ts-~z j !1
4~522n2!

~a21!2 Ts9~z j !2
2~112n2!

r j~a21!
Ts8~z j !1

~12n2!2

r j
2 Ts~z j !

1 i ReF4r j@lr j2nvu0~r j !#

~a21!2 Ts9~z j !1
6@lr j2nvu0~r j !#

~a21!
Ts8~z j !1

~12n2!2

r j
2

3H l@12n2#1
n

r j
@n222#vu0~r j !1n

dvu0~r j !

dr
1nr

d2vu0~r j !

dr2 J Ts~z j !G J 50 (21)

and

(
s50

s even

S12

as50 (22a)

(
s51
s odd

S11

as50 (22b)

(
s52

s even

S12

asss50 (22c)

(
s51
s odd

S11

as50. (22d)

Equation~21! must be satisfied at the (S21) collocation points,
which are given byz j5cos(jp/S), j 51,2, . . . ,(S21). For a
given R and Re, this system of equations, Eqs.~21! and ~22!,
is solved as in Section III.B through the MSIMSL subroutine
DGVLCG.

Before considering the results for Eqs.~21! and ~22!, it should
be noted that there are four possible flows that can be considered:
inviscid, small-gap; viscous, small-gap; inviscid with finite-gap;
and viscous with finite-gap. Equations~21! and~22! include both
viscous and curvature effects. For the small gap,R@1. The base
flow azimuthal velocity reduces tovu0526x(x21), wherex
5r 2R, and Eq.~20! reduces to the Orr-Sommerfeld equation
with a real wave number. Using the collocation technique together
with the MSIMSL subroutine DGVLCG, the results were in good
agreement with the results presented by Orszag@16# for the
Poiseuille velocity profile. When this problem is treated as invis-
cid by assuming Re→`, the equation further reduces to the Ray-
leigh equation, and there is no tendency toward instability for any
wave number. This is in agreement with the Rayleigh inflection
point theorem, which states that, given an inviscid parallel flow, a
necessary condition for instability is that the base flow velocity

has an inflection point. The velocity distribution given byvu0

526x(x21) has no inflection point, therefore the flow should be
stable.

When the problem is treated as inviscid with a finite gap, there
is no tendency toward instability for any wave number withR
51 and 1/9. It should be noted there is an inflection point in this
velocity distribution, Eq.~15!, which would indicate that the flow
could become unstable. However, a necessary condition for insta-
bility is no longer the Rayleigh inflection point theorem, which is
based on the inviscid Orr-Sommerfeld equation. A necessary con-
dition here is that:d@(1/r )d(rvu)/dr#/dr must change sign
somewhere on the open intervalr P(R,R11). This condition is
not met by the velocity distribution given in Eq.~15!. Therefore,
no instability should be anticipated. Note that this condition is a
necessary condition not a sufficient condition.

When viscosity is introduced, for a purely hydrodynamic flow,
the problem is known as the Dean problem@17#. The important
parameters are:R, a measure of the gap width; Re, the Reynolds
number; and n, the azimuthal wave number which assumes integer
values. As the outer radius increases, the maximum value of the
azimuthal velocity decreases, as can be seen from Table 4, where
r max is the location of the maximum base azimuthal velocity,
vu0max

. This would lead one to anticipate that the flow would be

more stable as the outer radius increases.
For the range of Reynolds numbers tested withR54.0, 2.0, 1.0,

0.25 and 1/9 and n between 1.0 and 10.0, the imaginary portion of
the eigenvalue did not pass through zero. One example is shown
in Fig. 12 with R51/9 and n510.0. In Fig. 12 the Reynolds
number ranges from 93105 and 93106, and as Re increases, the
magnitude of the imaginary portion of the eigenvalue decreases
towards zero. The imaginary portion of the eigenvalue is essen-
tially zero when Re51.593107, indicating that an instability does
exist. However, for such a large value of Re, the flow is most
likely turbulent. If the Reynolds number is defined in terms of the
maximum velocity, then Re*5vu0max

* L/n, andl i'0 at Re*52.35

3107. For some values ofR, Re* was as small as O(105).
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Therefore, it appears as though the flow undergoes a transition to
turbulence rather than passing through some intermediate stable
state.

V Conclusions
We have considered the stability of an electrically driven flow

to infinitesimal axisymmetric and plane-polar disturbances using
the method of normal modes. Here, the flow is confined between
two concentric, stationary, infinitely long, circular cylinders. A
voltage difference is maintained across the radial gap, creating a
radial electric current. In the presence of an axial magnetic field,
an azimuthal electromagnetic body force arises which induces an
azimuthal base flow.

This flow is similar to a Taylor-Couette flow with counter-
rotating cylinders. In both a Taylor-Couette flow and an electri-
cally driven flow, the base flow does undergo an instability to a
new state in which circulation cells appear. However, the region
of instability for a Taylor-Couette flow is nearer the inner cylin-
der, and for an electrically driven flow the region of instability is
nearer the outer cylinder. Were an axial magnetic field included in
the Taylor-Couette problem, as was considered by Chandrasekhar
@5#, its effect on the flow would be different from its effect in the
electrically driven flow problem. In the Taylor-Couette problem,
the magnetic field does not have an impact on the azimuthal base

flow, while in the electrically driven flow problem, there would be
no flow in the absence of an axial magnetic field. We have ob-
served that the base flow becomes increasingly stable to infinitesi-
mal axisymmetric disturbances as Ha increases or as R decreases.
Recall that an increase in Ha represents an increase in the mag-
netic field strength, and a decrease inR corresponds to an increase
in the radial gap width. For the electrically driven flow subjected
to an infinitesimal axisymmetric disturbance, depending on the
radial gap width and the strength of the magnetic field, there may
be one cell in a given horizontal plane which extends over the
entire radial gap width or two cells, circulating in opposite direc-
tions that together occupy the entire radial gap width. Cells which
are vertically aligned have oppose sense of circulation—one being
counterclockwise and the other clockwise. For sufficiently large
Ha, two cells that rotate in the same sense from vertically adjacent
planes combine to form a new cell which is no longer horizontal
but rather skewed. This shift in modes from horizontal to skewed
constitutes a bifurcation.

It had been anticipated that an infinitesimal plane polar distur-
bance would given rise to an instability in which vortices would
be arranged around the centerline of the cylinders and their axes
aligned with thez axis. However, for an infinitesimal plane-polar
disturbance, the base flow does not appear to undergo an instabil-
ity to a new state until the flow undergoes transition to turbulence.
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Nomenclature

as 5 coefficient associated with thes-order Chebyshev
polynomial in the series representation of the distur-
bance radial velocity component

bs 5 coefficient associated with thes-order Chebyshev
polynomial in the series representation of the distur-
bance radial current density component

B0 5 dimensional applied magnetic flux density
G 5 amplication/attenuation factor

Ha 5 Hartmann number,B0LAs/m
j r 5 radial electric current density component
j u 5 azimuthal electric current density component
j z 5 axial electric current density component
k 5 real axial wave number
L 5 dimensional radial distance between the two cylinders
n 5 real, integer azimuthal wave number
N 5 interaction parameter,sB0

3L2/r(Df)
p 5 pressure
r 5 radial coordinate

r max 5 radial location at whichvu0 assumes its maximum
value

r a 5 radial location at whicha50
R 5 radius of the inner cylinder

Re 5 Reynolds number, Ha2/N5rDf/mB0

Re* 5 effective Reynolds number,vu0max
Re

S12 5 highest-order Chebyshev polynomial
t 5 time

Ts 5 Chebyshev polynomial of orders
v r 5 radial velocity component
vu 5 azimuthal velocity component
vz 5 axial velocity component
z 5 axial coordinate
a 5 parameter associated with stability,d(r uvu0u)/dr

Df 5 electric potential difference across the radial gap
z 5 transformed coordinate, 2r 2(2R11)

z j 5 collocation point
Fig. 12 Imaginary portion of the eigenvalue as a function of Re
for nÄ10.0 and RÄ1Õ9

Table 4 Maximum base azimuthal velocity and its location for
given values of R
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u 5 azimuthal coordinate
l 5 l r1 il i , wherel r is the circular frequency, andl i

is the attenuation/amplification factor
m 5 molecular viscosity
j 5 rescaled radial coordinate used to plot the stream

lines, r 2R
r 5 density
s 5 electrical conductivity
f 5 electric potential function

fw 5 the dimensional electric potential of the inner cylin-
der wall

SubscriptsÕSuperscripts

cr 5 critical value
j 5 index associated with the collocation points

m 5 index associated with the time
s 5 order of the Chebyshev polynomials
0 5 base flow quantity
1 5 disturbance quantity
* 5 dimensional quantity
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On Two-Dimensional Laminar
Hydromagnetic Fluid-Particle
Flow Over a Surface in the
Presence of a Gravity Field
A continuum two-phase fluid-particle model accounting for particle-phase stresses and a
body force due to the presence of a magnetic field is developed and applied to the problem
of two-dimensional laminar hydromagnetic flow of a particulate suspension over a hori-
zontal surface in the presence of a gravity field. Analytical solutions for the velocity
distributions and the skin-friction coefficients of both phases are reported. Two cases of
wall hydrodynamic (velocity) conditions corresponding to stationary and oscillatory ve-
locity distributions are considered. Numerical evaluations of the analytical solutions are
performed and the results are reported graphically to elucidate special features of the
solutions. The effects of the particle-phase stresses and the magnetic field are illustrated
through representative results for the horizontal velocity profiles, fluid-phase displace-
ment thickness, and the complete skin-friction coefficient for various combinations of the
physical parameters. It is found that the presence of the magnetic field increases the
fluid-phase skin-friction coefficient for various particulate volume fraction levels while the
presence of the particle-phase viscous stresses reduces it for various particle-to-fluid
density ratios. @DOI: 10.1115/1.1343460#

Introduction
Deposition of solid particles from flowing fluid/solid suspen-

sions on surfaces is an important process in various natural and
engineering applications. Some possible applications include
deep-bed and membrane filtration, separation of proteins, viruses,
antibodies, and vaccines, atmospheric pollution, and microbial
and cell transport in living systems~Yiantsios and Karabelas@1#!.
There have been considerable research work done on particulate
deposition in laminar flows such as the reviews by Jia and Will-
iams @2# and van de Ven@3#. Sedimentation effects for particle
sizes close to one micron or larger are reported by Yao et al.@4#.
Adamczyk and van de Ven@5,6# have considered particulate
deposition in rectilinear flows over flat surfaces. Marmur and
Ruckenstein@7# have reported on the process of cells deposition
on a flat plate. Apazidis@8,9# has analyzed the velocity and tem-
perature distributions of two-dimensional laminar flows of a par-
ticulate suspension in the presence of a gravity field. More re-
cently, Dahlkid @10# has considered the motion of Brownian
particles and sediment on an inclined plate. This work was done in
relation to the process of separation of proteins, viruses, antibod-
ies, and vaccines. Yiantsios and Karabelas@1# has studied the
effect of gravity on the deposition of micron-sized particles on
smooth surfaces. Their work was focused on particulate deposi-
tion from liquid suspensions with the main motivation being foul-
ing of heat transfer or filtration equipment by suspended particles.

In many fluid-particle flows, the fluid phase may be electrically
conducting and the particle-phase concentration may be high. In
an environment where a magnetic field is present, these effects
play an important role in altering the flow characteristics. Particle-
phase viscosity effects in particulate suspensions are especially
important in multiphase systems consisting of high solid particu-
late concentration in liquids and gases. Particle-phase viscosity is
needed to model particle-particle interaction. It can be thought of

as arising naturally from the averaging processes used to derive
continuum equations describing either a system exhibiting turbu-
lent fluctuations~see, for instance, Chen and Wood@11#! or a
system containing discrete elements~see, for instance, Drew and
Segal@12#!. Also, it is often employed to facilitate numerical so-
lutions. Particle-phase viscous effects have been investigated pre-
viously by many investigators~see, for instance, Gidaspow@13#,
Tsuo and Gidaspow@14#, and Gadiraju et al.,@15#!.

In the present work, a simple two-phase model is employed in
which the suspension is assumed to be somewhat dense in the
sense that inter-particle collision exists and that this is accounted
for by endowing the particle phase by an artificial viscosity. The
fluid phase is considered to be Newtonian and electrically con-
ducting but the particles and the surface are assumed to be elec-
trically nonconducting and that the magnetic Reynolds number is
assumed to be small. The particle phase is assumed to have uni-
form density distribution and is made of spherical particles having
one size. The present work is a direct generalization of the work
reported by Apazidis@8# on the flow characteristics of particle-
fluid flow past a horizontal plate in the presence of a gravity field.

Governing Equations
Consider unsteady laminar hydromagnetic flow of a two-phase

particulate suspension over a horizontal infinite surface in the
presence of a gravity field. The surface is coincident with the half
plane y50, x>0 and the flow above the surface is a uniform
stream in thex-direction parallel to the surface with both phases
being in equilibrium. A magnetic field with uniform strength is
applied in they-direction normal to the flow direction. Owing to
the density difference between both the fluid and particle phases,
a separational motion in which heavy particles falling from the
flow form a layer of dense sediment on the surface while the
continuous fluid phase moves in the opposite upward direction is
introduced. This settling process has been called sedimentation
~Wallis @16#!. According to Kynch@17# and later by Apazidis@8#,
the vertical sedimentation of solid particles may proceed in three
different ways depending on the shape of the curve of the total
particle flow rate versus the volume fraction of particles in the
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suspension. Apazidis@8# has considered the case when a direct
shock from the initial value of the particulate volume fractiona to
the final fully settled valueaM is formed at the interface of the
mixture and the settled particles with maximum packing existing
at the surface. The fluid phase is assumed to be Newtonian and
electrically conducting while the particle phase and the surface are
assumed to be electrically nonconducting. The particle phase is
assumed to be somewhat dense so that particle-phase stresses are
considered important and is made up of spherical solid particles
having one size and with a uniform density distribution. The par-
ticle Reynolds number is assumed to be less than unity so that the
force interaction between the phases is limited to the linear Stokes
drag force. Also, the magnetic Reynolds number is assumed to be
small so that the induced magnetic field is neglected. In addition,
no electric field is assumed to exist and the Hall effect is ne-
glected. The assumption of small magnetic Reynolds number un-
couples the flow equations from Maxwell’s equations~see,
Cramer and Pai@18#!. Based on the above assumptions and treat-
ing the particle phase as a continuum~Marble@19#!, the governing
equations for this investigation can be written as

2
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for the fluid phase and
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for the particle phase wheret is time andy is the vertical distance;
u, v, and p are the fluid-phasex-component of velocity,
y-component of velocity, and pressure, respectively;a, r, m, and
s are the volume fraction of particles and the fluid-phase density,
dynamic viscosity, and electrical conductivity, respectively;a, g,
B0 , andu` are the particle radius, gravitational acceleration, mag-
netic induction and the free stream velocity, respectively. A sub-
script p indicates a property associated with the particle phase.

Equations ~1!–~6! are supplemented by the functionf (a)
which is reported by Tam@20# and employed later by Apazidis@8#
such that

f ~a!5
a~413~8a23a2!1/213a!

~223a!2 (7)

It is worth noting thatf (a) represents a correction factor for the
Stokes drag force on a single spherical particle and accounts for
finite volume fraction of the particle phase.

For convenience, the following equations
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Vp , p52rgy~12gP!

are substituted into Eqs.~1!–~6! to yield
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are the particle-to-fluid density ratio, Reynolds number based on
the particle diameter, kinematic viscosity, square of the Hartmann
number, dimensionless freestream velocity, particle to fluid vis-
cosity ratio, respectively. It should be mentioned that ifM andb
are formally equated to zero in Eqs.~9!–~14!, the continuity and
momentum equations reported by Apazidis@9# will be recovered
except the factor 9/2 which is mistakenly missing from his
equations.

As explained by Apazidis@8#, one of the possible ways that the
vertical sedimentation of solid particles may proceed is when a
direct shock from the initial particle concentration value to the
final fully settled concentration is formed at the interface of a
mixture and maximally concentrated dispersed phase settled at the
horizontal solid surface. Since this case is quite common and is
easier to analyze than the other possible ways in which the par-
ticle concentration is non-uniform, it is considered in this work
and the volume fraction of particles in the mixture is assumed
constant. With this, Eqs.~9! and ~12! give

]V

]h
5

]Vp

]h
50 (16)

Also, with the assumption of zero volumetric flux in the vertical
direction as in the case of batch sedimentation~Wallis @16#!, one
may write

aVp1~12a!V50 (17)

Furthermore, assuming that the vertical motion of both phases
due to the gravity field has reached its stationary state (]Vp /]t
5]V/]t50) and using Eqs.~11!, ~14!, and ~17! result in the
following vertical components of the velocity fields of both
phases:

V5
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9
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f ~a!
, Vp52
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9

a~12a!2

f ~a!
(18)

The interface vertical velocity can be shown to be
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(19)

whereaM ~'0.6 for spherical particles! is the volume fraction of
particles in the dense sediment near the surface~see Apazidis@8#!.

The x-momentum equations~10! and ~13! governing the hori-
zontal velocity distributions of both phases~U and Up! can be
transformed by using a new coordinate system which moves up-
wards with the interface velocityVi such that
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to yield
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Analytical Results
Analytical solutions for the particulate suspension flow behav-

ior of the problem under consideration are obtained for two physi-
cal cases. The first case is that of steady hydromagnetic two-phase
flow over an infinite surface while the second case deals with
hydromagnetic two-phase flow due to an oscillating infinite
surface.

Case 1: Steady Hydromagnetic Two-Phase Flow Over an
Infinite Surface. For this case thex-momentum equations of
both phases~21! and ~22! ~with the asterisks being dropped! and
the appropriate boundary conditions can be written as
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h50: U50, (25a)

Up5S
dUp

dh
(25b)

h5`: U5U` , (25c)

Up5U` (25d)

whereS is a dimensionless wall particulate slip factor. It should be
noted that while the exact boundary condition to be satisfied by a
particle phase at a surface is not well understood at present, the
form used in Eq.~25b! is borrowed from rarefied gas dynamics
and has been used by several previous authors~see, for instance,
Soo @21# and Chamkha@22#!.

Equations~23! and ~24! can be combined into a fourth-order
ordinary differential equation in terms ofUp . This is done by
solving for U from Eq. ~24! and then substituting the result into
Eq. ~23! to yield
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Inviscid Particle Phase (b50). For this situation, Eq.~26!
reduces to

N1

d3Up

dh3 1N2

d2Up

dh2 1N3

dUp

dh
1N4Up52N4U` (28)

where

N15G1G2 , N2512G1G2 Re~V2Vi ! (29)
N35Re~Vi2V!2G2~D1M2G1!, N452M2

Three boundary conditions are needed to solve Eq.~28!. These
are given by Eqs.~25a,c,d!. Equation~25b! is ignored since for
b50, the particle-phase momentum equation becomes a first-
order differential equation and only one boundary condition~25d!
is needed.

Without going into detail, it can be shown that the general
solution of Eq.~28! subject to the boundary conditions can be
written as

Up5U`F12
1

~12G1G2l1!
exp~2l1h!G (30)

wherel1 is the absolute value of the only negative real root of the
characteristic equation:

N1l31N2l21N3l1N450 (31)

With the solution ofUp being known, Eqs.~23! or ~24! can be
solved forU to give

U5U`@12exp~2l1h!# (32)

It should be mentioned that the physical solution of Eq.~28!
requires that the characteristic equation~31! has two positive real
roots and one negative real root. More than one negative root
makes the problem to be underdetermined. While there is no ana-
lytical method to show the existence of two positive and one
negative roots for Eq.~31!, this condition was satisfied in all the
results obtained for this case. It can be shown that asM→0 in
Eqs. ~30! and ~32!, the solutions of Apazidis@8# are recovered
provided that his parameters are related properly to those of the
present work. It is an interesting fact that the form of the solution
for a nonzero magnetic field is the same as that without a mag-
netic field. The effects of the magnetic field are all contained in
changes of the real characteristic rootl1 .

Figure 1 presents the effects of the Hartmann numberM, the
particle Reynolds number Re and the particle-phase volume frac-
tion a on the fluid-phase displacement thickness of the viscous
layer 1/l1 for a density ratiog51000. It is observed that increases
in the values of Re causes the viscous boundary layer close to the
surface to decrease as a result of convection of momentum toward
the interface between the particulate suspension and the layer of
sediment at the bottom. Application of a magnetic field normal to
the flow direction for the problem considered gives rise to a mo-
tive force acting in the flow direction which tends to aid the flow
along the horizontal surface. This causes both the fluid- and
particle-phase horizontal velocities to increase and their viscous
boundary layers to decrease. These behaviors are evident from the
decreases in 1/l1 as the Hartmann numberM increases shown in
Fig. 1. From other results not presented herein for brevity, it was
observed that the velocity profiles of both phases increase while
their displacement thicknesses decrease~see Fig. 1! as the
particle-phase volume fraction increases. In addition, these veloci-
ties separate in the vicinity of the surface for low values ofa and
that this separation close to the surface reduces asa increases.
This behavior is associated with the fact that, for large density
differences between the phases as employed in Fig. 1, the particle-
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phase inertia prevents the adjustment of the horizontal velocity of
the particle phase to that of the fluid phase causing a nonzero
particle-phase horizontal velocity at the interface.

Figure 2 shows the magnitude of the velocity difference (Up
2U) at h50 ~or the particle-phase velocity at the interface since
the fluid-phase velocity there vanishes due to the no-slip condi-
tion! versus Re and for various values ofM andg. It is observed
that, for the parametric conditions used, the interface velocity dif-
ference increases as Re increases. This is associated with the in-
crease in the velocities of both phases as Re increases mentioned
above. Also, the velocity difference ath50 is predicted to be
lower for g5100 than forg51000 as explained above. The effect
of the magnetic field is seen to increase the velocity difference at
the interface.

Viscous Particle Phase (bÞ0). For this particular case, Eq.
~26! has the following characteristic equation:

N11s
41N22s

31N33s
21N44s1N5550 (33)

where
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N335211G1G2 Re~V2Vi !2b~D1M2G1! (34)

N445Re~V2Vi !1G2~D1M2G1!, N555M2

The physical solution of Eq.~33! requires that it has two nega-
tive and two positive real roots. Without going into detail, the
general solutions forUp andU can be written as

Up5U`1C1 exp~2s1h!1C2 exp~2s2h! (35)

U5U`1C1M1 exp~2s1h!1C2M2 exp~2s2h! (36)

whereC1 andC2 are arbitrary constants,s1 ands2 are the abso-
lute values of the two negative roots of Eq.~33! and

M1512G1bs1
22G1G2s1 , M2512G1bs2

22G1G2s2
(37)

The constantsC1 and C2 are determined by application of the
boundary conditions~25! and can be shown to be

C15
U`~x22M2!

~x1M22x2M1!
; C25

U`~x12M1!

~x2M12x1M2!
; (38)

where

x1511Ss1 , x2511Ss2 (39)

Figure 3 displays the influence of the viscosity ratiob on the
particle-phase horizontal velocityUp for the two cases of no par-
ticle wall slip (S50) and perfect particulate wall slip (S5`). For
the case of no slip (S50), it is apparent that the velocity compo-
nentUp is zero at the interface between the mixture and the sedi-
ment layer as it should be. On the other hand,Up is nonzero for
the case where the particles undergo perfect slip at the interface.
The presence of a particle-phase viscosity in the model causes
increases in the effective viscosity of the mixture. This, in turn,
produces retardation in the motion of the particle phase. This
slower motion of the particle phase causes the fluid phase to move
slower as well because of the interphase drag force between the
fluid and the particle phases. Thus, further increases in the
particle-phase viscosity produce further decreases in the motions
of both the fluid and the particle phases for the case of no particu-
late wall slip. However, for the case of perfect particulate wall
slip, the reductions in the particle-phase horizontal velocity due to
increases in the particle-phase viscosity occur everywhere above
the surface except in the immediate vicinity of the interface where

Fig. 1 Effects of M, Re, and a on the fluid-phase displacement
thickness

Fig. 2 Effects of M, Re, and g on the velocity difference at the
interface

Fig. 3 Effects of S and b on particle-phase velocity profiles
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the particle-phase horizontal velocity tends to increase asb in-
creases. These behaviors are evident from Fig. 3.

Case 2: Hydromagnetic Two-Phase Flow due to an Oscil-
lating Infinite Surface. For this case the fluid-phase wall veloc-
ity has the dimensionless form

U5U0 cos~vt! (40)

where U0 and v are the amplitude and the frequency of wall
velocity oscillation.

It should be noted here that the layer of sediment settling on the
surface is assumed to be stationary with respect to its horizontal
motion. Therefore, it performs harmonic oscillations in the hori-
zontal direction as that of the surface. Far from the surface, the
flow is at rest. This is represented by

U~t,`!5Up~t,`!50 (41)

The general unsteady equations~21! and~22! are solved subject
to Eqs.~40! and ~41! for U(t,h) andUp(t,h) by assuming

U~t,h!5U0 cos~vt1dh!exp~2mh! (42)

Up~t,h!5@D1 cos~vt1dh!1D2 sin~vt1dh!#exp~2mh!
(43)

whered, D1 , D2 , andm are constants which make Eqs.~21! and
~22! subject to Eqs.~40! and ~41! identically satisfied by the so-
lutions ~42! and ~43!. It should be noted that these solutions rep-
resent two damped transverse waves propagating into the mix-
ture’s interior. The depth of penetration of these waves is
dependent on both the wave velocity and wavelength which are
functions of the particle Reynolds number Re, particle volume
fraction a, density ratiog, frequency of oscillationsv, Hartmann
numberM, and the viscosity ratiob. This is in direct contrast with
the single-phase flow case for which the depth of penetration is
only a function of the fluid viscosity and the frequency of surface
oscillations. These behaviors will be shown in the graphical re-
sults for this case. Also, it is understood that the particle-phase
velocity solution given by Eq.~43! applies for both cases of in-
viscid and viscous particle phase and that the particle-phase wall
condition ~25b! is not imposed.

Substitution of Eqs.~42! and~43! into Eqs.~21! and~22! results
in two equations of the general form:

P1 cos~vt1bh!1P2 sin~vt1bh!50 (44)

whereP1 andP2 are functions of the constantsd, D1 , D2 , andm.
EquatingP1 andP2 of each of the obtained two equations to zero
results in the following system of equations:
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1bm2D22
9

2

f ~a!

a
D250 (48)

Equations~45!–~48! represent four nonlinear algebraic equa-
tions with four unknowns~d, D1 , D2 , and m! which must be
solved numerically. For fast convergence of the solutions, the fol-
lowing procedure is followed. First, Eqs.~45! and~46! are solved
for D1 and D2 in terms of d and m, respectively. Second, the
obtained expressions forD1 andD2 are then substituted into Eq.
~48! which produces a quadratic equation inm with the coeffi-

cients containing the constantd. For an assumed value ofd and
given values of the involved physical parameters, the roots of this
quadratic equation which are real and of opposite signs can be
obtained. Therefore, the negative root is chosen and its absolute
value is the needed value ofm. With the value ofm being known
for the assumedd, the constantsD1 and D2 can then be deter-
mined from Eqs.~45! and ~46! as mentioned above. Finally, the
values ofm, D1 , and D2 are substituted into Eq.~47! which is
then solved ford. As long asdassumedÞdobtained, the same iteration
procedure continues until convergence is achieved within a pre-
scribed acceptable error.

Results based on the solutions ofU andUp given by Eqs.~42!
and ~43! are displayed in Figs. 4–6 to illustrate the influence of
the Hartmann numberM and the viscosity ratiob.

Figures 4 and 5 display the effects of the Hartmann numberM
on the fluid- and particle-phase periodic horizontal velocity distri-
butions in air-particle flow for Re50.01, a50.01, b50 and
v51.0, respectively. As in the case of a stationary wall, the effect
of the magnetic field increases both the fluid- and particle-phase
horizontal velocities~for t5T/2 andt53T/4! while it produces
lower horizontal velocity distributions for both phases~for t5T
andt5T/4!. It is also observed from these figures that the mag-
netic field effect speeds up the approach of both phases to the free
stream hydrodynamic conditions existing far above the surface.

Fig. 4 Effects of M on fluid-phase periodic velocity
distribution

Fig. 5 Effects of M on particle-phase periodic velocity
distribution
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Figure 6 displays the effects of the viscosity ratiob on the
particle-phase horizontal velocity componentUp /U0 . It is pre-
dicted thatUp /U0 increases fort5T and t5T/4 and decreases
for t5T/2 andt53T/4 due to increases in the values ofb and
that the wall velocity exceeds that of the amplitude of oscillations
of the surface. The effect ofb on the fluid-phase horizontal ve-
locity componentU/U0 for this case was found to be insignifi-
cant. Again, it should be noted that in the absence of the magnetic
field (M50) and the viscosity ratio~b50!, the results of Apazi-
dis @8# for the problem of two-phase flow due to an oscillating
infinite surface are obtained provided that his parameters are prop-
erly related to those reported in this work.

Skin-Friction Coefficients. Of special interest for this prob-
lem are skin-friction coefficients of both phases. The shear
stresses for the fluid and the particle phases at the interface be-
tween the particulate suspension and the layer of sediment on the
surface can be defined, respectively, as follows:

t f5~12a!m
]u

]yU
y50

5~12a!
mgag

n

]U

]hU
h50

,

tp5amp

]up

]y U
y50

5a
mpgag

n

]Up

]h U
h50

(49)

The dimensionless skin-friction coefficients for both the fluid and
the particle phases can be written, respectively, as

Cf5
t f

rgag
5~12a!

]U

]hU
h50

, Cp5
tp

rgag
5ab

]Up

]h U
h50

(50)

For the case of steady hydromagnetic two-phase flow over an
infinite surface, Eqs.~50! take on the respective forms:

Cf5~12a!U`l1 , Cp50 (51)

for the inviscid particle phase case, and

Cf52~12a!~C1s1M11C2s2M2!, Cp52ab~C1s11C2s2!

(52)
for the viscous particle phase case.

Figure 7 illustrates the influence of the parametersM, a, and Re
on the complete skin-friction coefficient (Cf1Cp) at the interface
between the fluid-particle mixture and the sediment layer on the
surface for the case of a viscous particle phase~bÞ0!. Inspection
of Fig. 1 shows that both the fluid-phase viscous boundary layer
close to the interface and that of the particle phase decrease caus-
ing the wall slopes of the fluid- and particle-phase horizontal ve-

locity profiles to increase as either ofM, a, or Re increases. This
has the direct effect of increasing the complete skin-friction coef-
ficient as shown in Fig. 7.

Figure 8 depicts the influence of all of the density ratiog,
viscosity ratiob, and the particulate wall slip parameterS on the
complete skin-friction coefficient (Cf1Cp). In general, indi-
vidual results forCf andCp which are not presented herein show
that they increase with increasing values ofg and that the values
of Cf decrease while the values ofCp increase with increasing
values ofb resulting in a net increase in the complete skin-friction
coefficient. The increase in the values ofCp as b increases is
related to the definition ofCp as being directly proportional tob.
Also, in this figure, two situations of no particulate wall slip (S
50) and some particulate wall slip (S50.5) are shown. It is
predicted that asS increases, the wall slope of the fluid-phase
velocity increases while that of the particle phase decreases caus-

Fig. 6 Effects of b on particle-phase periodic velocity
distribution

Fig. 7 Effects of M, Re and a on the complete skin-friction
coefficient

Fig. 8 Effects of S, b and g on the complete skin-friction co-
efficient
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ing respective increases and decreases in the values ofCf andCp .
As a result, the complete skin-friction coefficient is lower forS
50.5 than that forS50.

Conclusion
This work was focused on the problem of hydromagnetic par-

ticulate suspension flow over a horizontal impermeable surface in
the presence of a gravity field. The particle phase was assumed to
be somewhat dense and, as a consequence, it was endowed by an
artificial viscosity. A boundary condition borrowed from rarefied
gas dynamics allowing for general situations of particulate wall
slip conditions was employed. Analytical solutions for the veloc-
ity distributions and the skin-friction coefficients of both phases
were obtained for stationary and periodic wall velocity conditions.
Representative results for various parametric conditions were pre-
sented graphically to elucidate interesting features of the solu-
tions. It was found that the presence of a magnetic field increased
the motion of the mixture along the surface with increased values
in the fluid-phase skin-friction coefficient. On the other hand,
while the presence of a particle-phase viscosity increased the skin-
friction coefficient for the particle phase, it produced reductions in
the fluid-phase skin-friction coefficient. Allowing the particle
phase to undergo a certain amount of slip at the interface between
the layer of sediment and the mixture caused increases in the
fluid-phase skin-friction coefficient and decreases in the particle-
phase skin-friction coefficient. It is hoped that the present work be
used as a vehicle for understanding other particle-phase stress
models and other body force effects.

Nomenclature

a 5 particle radius
B0 5 magnetic induction
Cf 5 fluid-phase skin-friction coefficient

(Cf5(12a)]U/]huh50)
Cp 5 particle-phase skin-friction coefficient

(Cp5ab]Up /]huh50)
f 5 correction factor defined by Eq.~7!
g 5 gravitational acceleration

M 5 Hartmann number (M25sB0
2a2/m)

p 5 fluid-phase pressure
P 5 dimensionless fluid-phase reduced pressure

Re 5 particle Reynolds number (Re5ga3g/n2)
S 5 dimensionless particle-phase wall slip factor
t 5 time
u 5 fluid-phasex-component of velocity
U 5 dimensionless fluid-phase horizontal velocity

(U5n/(ga2g)u)
v 5 fluid-phasey-component of velocity
V 5 dimensionless fluid-phase normal velocity

(V5n/(ga2g)v)
x 5 distance along the surface
y 5 distance normal to the surface

Greek Symbols

a 5 volume fraction of particles
b 5 particle-to-fluid viscosity ratio (b5mp /m)

am 5 dense sediment particulate volume fraction (am.0.6)
h 5 dimensionless vertical distance (h5y/a)

g 5 particle-to-fluid density ratio (g5rp /r)
m 5 fluid-phase dynamic viscosity
n 5 fluid-phase kinematic viscosity
v 5 frequency of oscillation of wall velocity
r 5 fluid-phase density
s 5 fluid-phase electrical conductivity
t 5 dimensionless time (t5gag/nt)

t f 5 fluid-phase shear stress at the interface defined by Eqs.
~49!

tp 5 particle-phase shear stress at the interface defined by
Eqs.~49!

Subscripts

i 5 interface
p 5 particle phase
` 5 free stream
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Modeling of 2-D Leakage Jet
Cavitation as a Basic Study of Tip
Leakage Vortex Cavitation
As the first step of the study of cavitation in the tip leakage flow in turbomachinery,
experimental and numerical investigations on characteristics of 2-D leakage jet cavitation
are conducted. The experiments using 2-D model apparatus are carried out for three
values of initial pressure and for three values of tip clearance. The numerical methods are
constructed by combining the vortex method with three types of cavity models. Through
the comparisons with the experiments, it is found that one of the models, which takes
account of the effects of cavity behavior on the ambient flow, simulate the location and the
size of the cavity fairly well in spite of its simplicity.@DOI: 10.1115/1.1340634#

Introduction
Liquid fuel and oxidizer turbopumps for rocket engines are usu-

ally operated under cavitating condition with quite high rotational
speed to attain high pressure performance with their minimum
size and weight. Under such conditions, inducers easily fall into
the unstable operation with severe cavitation instabilities such as
cavitation surge~Young@1#! and rotating cavitation~Kamijo et al.
@2#!. These cavitation instabilities have been found to be caused
by the positive mass flow gain factor, meaning that the cavity
volume increases if the flow rate is decreased~Young @1# and
Tsujimoto et al.@3#!. Thus, it is important to predict the cavitation
characteristics such as mass flow gain factor and cavitation com-
pliance. The latter is defined as the cavity volume increase due to
the unit inlet pressure decrease.

Cavitation occurring in inducers can be classified into two
types—blade cavitation and tip leakage cavitation. The former has
been extensively studied, and it has made it possible to predict
theoretically the values of mass flow gain factor and cavitation
compliance~Brennen@4# and Otsuka et al.@5#!. On the contrary,
tip leakage cavitation is caused by the leakage flow driven by the
pressure difference between pressure and suction sides. It occurs
mainly in the low pressure region in the vortex core formed by
rolling up of the shear layer between tip leakage flow and main
flow, and also in the low pressure region of the shear layer. A
large amount of tip vortex cavitation is generally found in real
inducers. However, only a few studies have focused on the under-
standing of basic characteristics of tip leakage cavitation. The tip
leakage cavitation sometimes has a very complicated structure
with not only the tip vortex cavitation but also the cavitation in the
shear layer. In the present study, we consider the simple case only
with the tip vortex cavitation, which is also observed in real situ-
ations with larger tip clearance.

Rains@6# first proposed applying the slender body approxima-
tion to the tip leakage vortex, in which three-dimensional tip leak-
age flow is simulated by a two-dimensional unsteady cross flow.

This method is further applied by Chen et al.@7# and examined by
comparisons with experiments. However, the effects of cavity de-
velopment are not included in these studies.

In the present study, as the first step of the study of three-
dimensional tip leakage cavitation, numerical and experimental
investigations on a two-dimensional leakage jet cavitation are car-
ried out. Several two-dimensional analytical methods are pro-
posed and examined by two-dimensional experiments. In the ex-
perimental study, the behavior of cavity in the tip leakage flow,
especially its growing process and movement, is investigated by
using two-dimensional apparatus. The numerical study uses a vor-
tex method which includes the effect of cavity growth. Three
simple models are proposed for the tip leakage cavitation. These
models are validated through the comparisons with experiments,
mainly focusing on the effects of the downstream pressure and the
thickness of tip leakage jet on the cavity behavior.

Experimental Apparatus and Procedure
Figure 1 shows the experimental apparatus. It consists mainly

of a small two-dimensional water tank with 20 mm depth and a
wall representing the blade with a small clearance at one end. The
tip of the wall is rounded to prevent the cavity in the clearance.
On the left-hand side of the wall~upstream side!, a vertically
movable piston is placed on the bottom of the tank. On the other
side~downstream side!, an air chamber is placed. The initial pres-
sure is adjusted by using a vacuum pump. The tip leakage flow is
induced by~i! lowering the internal pressure at least below the
ambient pressure,~ii ! pulling out the piston and keeping the dis-
placement to 10 mm from the wall,~iii ! releasing the piston. Then,
the piston is driven by the pressure difference across it, and a
certain amount of water is injected downstream until the piston
collides on the lower wall. The cavity initiated in the vortex core
rapidly grows as long as the leakage jet lasts, and shrinks just after
the collision of the piston on the casing wall. In the present study,
we focus only on the growth phase because the collapse phase is
not a natural one.

The velocity of the tip leakage flow, the unsteady downstream
pressure, and the cavity behavior such as the trajectory and the
size of cavity, are observed in the experiments. The velocity of the
tip leakage flow can be estimated by taking the time derivative of
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the displacement of the piston which is measured by a gap sensor.
The unsteady downstream pressure is measured by a pressure
transducer at the location shown in Fig. 1~a!. Because it was
found that the pressure transducer had a different gage factor at
large negative pressure, a calibration was made at negative pres-
sure by using a U-tube manometer filled with mercury. The tra-
jectory of the cavity and the cavity size are estimated from the
high-speed video pictures~500 frames/s!. It was found from the
video pictures taken from the side that the cavity is almost two-
dimensional and cylindrical except just after the inception of the
cavity. The cavity initiates near the upper wall, but grows rapidly
mainly to the spanwise direction. Then, the cavity becomes almost
cylindrical and grows gradually to the radial direction. So we
evaluate the cavity size by the area viewed from the top and the
trajectory of the cavity by the location of the center of cavity.
Figure 2 shows examples of the high-speed video pictures. The
cavity is observed clearly enough for the estimation of the size
and the location of the cavity.

Experiments were made for various values of the initial pres-
sure P0 and the tip clearancet. The initial pressure was set by
adjusting the pressure in the air chamber using a vacuum pump. It
should be noted that, by changing the tip clearancet, the velocity
of the tip leakage flow varies in accordance with the variation of
the tip clearance.

Distilled water is used and is sufficiently deaerated to avoid the
influence of inpurities as much as we can. We have confirmed that
we can diminish the influence of the water quality on the growth
of the cavity by deaerating the tested water for more than 6 hours.
However, the cavitation inception might be very sensitive to the
water quality, so we abandoned getting to the study on the cavi-
tation inception.

The repeatability is also confirmed by carrying out the same
experiment several times for the same condition. In this paper,
results are averaged with three to five samples for each condition.
Table 1 summarizes the experimental conditions. Initial down-
stream pressure is represented by nominal values with real values
shown in the parenthesis. Vapor pressure is estimated from the
water temperature.

Uncertainties for each measurement are estimated as follows.
The uncertainty in the velocity of the leakage flow is less than 5
percent of the velocity because it depends mainly on the uncer-
tainty of the initial displacement of the piston. The piston can be
set to be 10.0@mm# with the error less than 0.5@mm#. The uncer-
tainty in the pressure depends mainly on the calibration using the
U-tube filled with mercury. The error for reading the height of the
mercury column is less than 0.5@mm#, which results in the uncer-
tainty in the pressure of 0.1@kPa# at most. The cavity behavior,
especially the cavity size, is difficult to measure accurately from
the high-speed video pictures. Results obtained in the present

Fig. 1 Experimental apparatus

Fig. 2 Example of pictures of cavitation in the two-
dimensional tip leakage flow „tÄ6.2 †mm ‡, P0Ä5 †kPa‡…

Table 1 Experimental Conditions
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study might contain the error of 5 percent. The location of the
center of the cavity can be estimated with the error less than 1
@mm# if the center of the cavity is clearly identified. It should be
noted that the time resolution in the estimations of cavity behavior
is 2 @ms#, which comes from the frame rate of the high-speed
video camera, 500@frames/s#.

There should be a certain similitude to generalize the charac-
teristics of leakage cavitation, and the results should be shown in
the nondimensional form. However, we could not find any nondi-
mensional parameters with the small number of our trail data. So,
hereafter, the results are represented in the dimensional form.

Analysis by Vortex Method

Fundamental Flow Field. As shown in Fig. 3, the two-
dimensional tip leakage flow field can be modeled by a source
distribution qJ representing the tip leakage jet and discrete free
vorticesGk representing the shear layer, which are released from
the tip of the blade. The effects of walls far downstream are ig-
nored for simplicity. Tip leakage vorticesGk are released for each
time step corresponding to the temporal jet velocity. The velocity
induced by the growth of the cavity is represented by a free source
whose strength is determined from the cavity growth, as described
in the following section. Thus, the velocity field at the timet
5nDt can be represented as the total of the complex potential
induced by~i! the source distribution of tip leakage jetqJ , ~ii ! the
free vorticesGk representing the shear layer, and~iii ! the source
qB representing the cavity. Boundary conditions on the upper wall
and the blade can be satisfied by introducing the mirror images of
singularities. Denoting the complex potentials of~i!–~iii ! by WJ ,
WV , and WB , the complex potential can be represented as fol-
lows.

W5WJ1WV1WB (1)

The complex potential representing the tip leakage jetWJ can
be represented by distributing the constant sourceqJ betweeny
52t andt along they-axis.

WJ5E
2t

t qJ

2p
ln~z2 ih!dh

5
qJ

2p
@~z2 i t!ln~z2 i t!2~z1 i t!ln~z1 i t!# (2)

where qJ52UJ(t) with UJ(t) denoting the velocity of the tip
leakage jet.

The complex potential of free vorticesWV can be represented
as follows.

WV5(
k51

n
iGk

2p
@ ln~z2zk!1 ln~z1zk!2 ln~z2zk* !2 ln~z1zk* !#

(3)

wherezk is the location of the free vortexGk and * denotes the
complex conjugate. The strength of the vorticesGk is determined

from the leakage velocity att5kDt asGk5@UJ(kDt)#2Dt/2, and
it is introduced at the location of (Dxk ,2t) where Dxk
5UJ(kDt)Dt/2.

The complex potentialWB representing the cavity growth is
represented as follows by assuming that the cavity is cylindrical.

WB5
qB

2p
@ ln~z2zB!1 ln~z1zB!1 ln~z2zB* !1 ln~z1zB* !# (4)

where zB is the center of cavity. The strength of sourceqB is
represented byqB52pRdR/dt, where R(t) is the radius of
cavity.

The free vorticesGk and the free sourceqB are convected on
the free velocity which can be obtained by takingz-derivative of
the complex potential of Eq.~1!. The cavity radiusR and the
growth ratedR/dt are still unknown for the determination of the
flow field.

Evaluation of Cavity Growth. It is assumed that the cavity
initiates at the location where the pressure first becomes lower
than the vapor pressurepv . It is also assumed that the cavity
consists of a single small spherical or cylindrical bubble. We in-
troduce here three types of cavity model~I!–~III !, and only the
model~III ! considers the effect of cavity growth on the flow field
through the complex potential ofWB .

~I! The cavity size is simply estimated from the area where the
pressure is lower than the vapor pressurepv .

~II ! We assume that a single spherical cavity initiates at the
location of the minimum pressurepmin . The radius of spherical
cavity R is determined by the following Rayleigh-Plesset equation
with the minimum pressurepmin .

R
d2R

dt2
1

3

2 SdR

dt D
2

52
pmin2pv

r
(5)

Then, the cavity size is evaluated as the base area of a cylinder
with its height of 20 mm~5 channel height! with the same vol-
ume as that of spherical bubble obtained above.

~III ! Here, we derive the equation for the growth of cylindrical
cavity from the unsteady version of Bernoulli equation. Applying
it between the cavity surfaceC (z5zB1Reiu) and the location of
the pressure measurement (z5z`), and then assuming that the
pressure on the cavity surface equals the vapor pressure, we can
obtain the following equation.

FReS]WB

]t D1 1

2
wBwB*1

1

2
~wBwJ1V* 1wB*wJ1V!G

z5z̀

C

5
p8̀2pv

r
(6)

where

p8̀

r
5

p`

r
2FReS ]WJ1V

]t D1
1

2
wJ1VwJ1V* G

z5z`

C

(7)

and @ # in Eqs. ~6! and ~7! means to subtract the value atz5z`
from the value on the cavity surfaceC. Moreover,WJ1V5WJ
1WV andwJ1V5wJ1wV with wJ,V,B5]WJ,V,B /]z denoting the
velocities induced by the leakage jet, the free vortices and the free
source, respectively. The pressurep8̀ is a virtual pressure on the
cavity surface, obtained by subtracting pure effects of the leakage
jet and the free vortices from the downstream pressurep` . Be-
cause we assume a small cylindrical cavity, we can estimate the
values ofWJ1V andwJ1V at the center of cavity instead of those
on the cavity surface.

We assume here that the distances between the free source rep-
resenting the cavity and its mirror images are sufficiently small
compared with that between the cavity and the location of pres-
sure measurement. Moreover, we approximate the moving veloc-
ity of the cavity bywJ1V . Combining Eqs.~4! and ~6! with the
relation ofqB52pRdR/dt, it can be easily found that the highest
order time-derivative of cavity radius is included asRd2R/dt2 inFig. 3 Model for present calculation
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the first term of the left-hand side of Eq.~6!. Then we can repre-
sent Eq.~6! as follows, which determines the cavity growth.

d2R

dt2
5 f S R,

dR

dt
,zB ,z` ,wJ1V ,

p8̀ 2pv

r D (8)

The cavity size is evaluated as the area of circle with its radius of
R.

In all calculations, the experimental values of the velocity of
the tip leakage jetUJ(t) and the downstream pressurep` at the
pressure tap shown in Fig. 1 are used. The initial radius of the
cavity is set to be 0.005@mm# after confirming that its influence
can be seen only for a few time steps just after the inception. The
time increment is set to beDt50.39@ms#. It is also confirmed that
the result of the calculation by the model~III ! with the smaller
time increment shows that the global behavior does not largely
change although the cavity initiates earlier.

Results and Discussions

Comparisons Among Calculations. Here, to examine the
validity of the numerical models~I!–~III !, the comparisons among
the numerical results and also with the experimental result are
made for the case with the initial pressure ofP055 @kPa# and the
tip clearance oft56.2 @mm#

Figure 4 shows the time histories of the cavity behavior ob-
tained by the experiment and the three numerical models. As
shown in Fig. 4~a!, the trajectory of the center of cavity is well
simulated by all calculations. Figure 4~b! shows the time history
of the cavity size. It can be seen that the result calculated with the

model~III ! agrees well with the experimental one while the cavity
size is over-estimated in the calculations with the models~I! and
~II !. The reason can be related with the distribution of the discrete
vortices. As shown in Fig. 5~a!, in the calculations with the mod-
els ~I! and ~II !, the discrete vortices shed from the tip are gather-

Fig. 4 Comparisons of cavity behavior between calculations
„I…–„III… and experiment „tÄ6.2 †mm ‡, P0Ä5 †kPa‡. Uncertain-
ties in the location of center of cavity and cavity size are 1 †mm ‡

and 20 †mm2
‡, respectively ….

Fig. 5 Comparisons of distributions of discrete vortices be-
tween calculations „I…–„II… and „III… „tÄ6.2 †mm ‡, P0Ä5 †kPa‡…
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ing at the center of vortex core, and the pressure there continues to
decrease even after the inception of the cavity. Thus, the cavity
grows rapidly with the decreasing minimum pressure. On the
other hand, in the calculation with model~III !, the discrete vorti-
ces around the center of vortex core are scattered due to the cavity
growth, and the pressure there does not decrease so much with the
sparse population of vortices, resulting in the gradual cavity
growth.

Because the model~III ! is found to simulate the cavity behavior
the best, discussions below are made based on the results of the
calculation with model~III !.

Influence of Downstream Pressure on Cavity Behavior. In
this section, to examine the influence of the downstream pressure
on the cavity behavior, experiments under various initial pressure
conditions were carried out. Also, the calculations using the
model ~III ! were made and validated through the comparisons
with the experimental results.

Figure 6 shows the time histories of the velocity of the tip
leakage jet and the downstream pressure obtained by the experi-
ments under various initial pressure conditions (P055,7,9 @kPa#!
for the case with the tip clearance oft56.2 @mm#. From the time
history of leakage velocity shown in Fig. 6~a!, we can see that the
leakage velocity is almost independent of the initial pressure. On
the other hand, the curves of the downstream pressure are parallel
with each other for all conditions. The leakage velocity was ex-

pected to be almost independent of the initial pressure in the
present study because the piston is driven by the pressure differ-
ence between the initial pressure~5–9 kPa! and the ambient pres-
sure ~100 kPa! which for the present apparatus was minimally
varied. It should be noted that this independence might be only
seen in the present experimental apparatus and not applicable to
many 3-D flow situations.

Figure 7 shows the experimental and numerical results of the
cavity behavior under the same conditions as in Fig. 6. The cal-
culation is made with the model~III !. From the trajectory of the
center of the cavity shown in Fig. 7~a!, we can see that the ex-
perimental and numerical results are in reasonable agreement al-
though the cavity initiates earlier and moves a little faster in the
experiments than in the calculations. It is unknown what causes
these discrepancies in the time scale offsets when using the nu-
merical model. Figure 7~b! shows the time histories of cavity size.
As is easily imagined, it can be seen in both experimental and
numerical results that the cavity becomes larger for the case with
the lower initial pressure. The present numerical model~III ! can
fairly well simulate the influence of the downstream pressure on
the behavior of the tip leakage cavitation.

Influence of Tip Clearance on Cavity Behavior. It is inter-
esting and desirable to examine the influence of both the tip leak-
age velocity and the gap of the tip clearance on the behavior of the
cavity. However, our experimental setup cannot change them in-
dependently. So, in this section, we examine the cavity behavior
experimentally for the cases with three values of the tip clearance
gap. We should note that the leakage flow velocity also varies

Fig. 6 Time histories of leakage velocity and downstream
pressure „tÄ6.2 †mm ‡, P0Ä5, 7 and 9 †kPa‡. Uncertainties in
the leakage velocity and downstream pressure are 0.5 †mÕs‡
and 0.1 †kPa‡, respectively ….

Fig. 7 Influence of downstream pressure on cavity behavior
„tÄ6.2 †mm ‡, P0Ä5, 7 and 9 †kPa‡. Uncertainties in the location
of center of cavity and cavity size are 1 †mm ‡ and 20 †mm2

‡,
respectively ….
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with the variation of the tip clearance gap. The calculations using
the model~III ! were also carried out and compared with the ex-
perimental results.

Figure 8 shows the time histories of the velocity of the tip
leakage jet and the downstream pressure obtained by the experi-
ments with various tip clearance oft54.4, 6.2 and 9.6@mm#. The
initial pressure is set to beP055 @kPa#. From the time history of
the leakage velocity shown in Fig. 8~a!, we can see that the leak-
age velocity is larger for the smaller tip clearance. It was con-
firmed that the displacement of the piston, which drives the tip
leakage flow, did not change very much depending on the tip
clearance. The time history of the downstream pressure is almost
independent on the tip clearance as shown in Fig. 8~b!.

Figure 9 shows the experimental and numerical results of the
cavity behavior under the same conditions as in Fig. 8. From the
trajectory of the center of the cavity shown in Fig. 9~a!, we can
see that the cavity moves faster for the cases with the smaller tip
clearance. This is simply because the leakage velocity is larger
with the smaller tip clearance. Figure 9~b! shows the time histo-
ries of the cavity size. We can see that the cavity is larger for the
case with the smaller tip clearance. It is conjectured that the large
velocity of the tip leakage jet due to the small clearance makes the
tip vortex stronger. This results in the lower minimum pressure
and in the larger tip vortex cavity. It is also shown that the present
numerical model simulates the behavior of the cavity well until

the size of cavity becomes quite large compared to the tip clear-
ance. However, the discrepancies with the experiments are more
remarkable when the cavity is larger. This is considered to be the
limitation of the application of the numerical model based on the
assumption of small cylindrical cavity.

Conclusion
Results obtained in the present study can be summarized as

follows.

1 A simple numerical model based on the assumption of single
small cylindrical cavity~Model III! is proposed to simulate the
two-dimensional tip leakage jet cavitation.

2 Higher initial pressure makes the cavity smaller simply be-
cause the pressure around the cavity becomes higher in this case.
The proposed numerical model~III ! succeeded in simulating this
tendency.

3 The cavity is smaller for the case of larger tip clearance in
the system examined. This is caused by smaller tip leakage jet
velocity. This tendency is also simulated by the proposed numeri-
cal model.

The numerical model proposed in the present study is found to
be able to simulate the two-dimensional cavitation in tip leakage
vortex. The present 2-D unsteady model should be adapted to
simulate 3-D steady tip leakage cavitation by applying a slender
body approximation as proposed by Rains@6#. The authors are
currently completing this adaption.

Fig. 8 Time histories of leakage velocity and downstream
pressure „tÄ4.4, 6.2 and 9.6 †mm ‡, P0Ä5 †kPa‡. Uncertainties
in the leakage velocity and downstream pressure are 0.5 †mÕs‡
and 0.1 †kPa‡, respectively ….

Fig. 9 Influence of tip clearance t on cavity behavior „tÄ4.4,
6.2 and 9.6 †mm ‡, P0Ä5 †kPa‡. Uncertainties in the location of
center of cavity and cavity size are 1 †mm ‡ and 50 †mm2

‡, re-
spectively ….
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Nomenclature

f 5 function representing cavity growth, defined in Eq.
~8!

i 5 imaginary unit
P0 5 initial pressure in experiments

pmin 5 minimum pressure in the flow field
pv 5 vapor pressure
p` 5 downstream pressure
p8̀ 5 virtual pressure, defined in Eq.~7!

q 5 strength of source
R 5 radius of cavity
t 5 time

x, y 5 coordinates
U j 5 velocity of tip leakage jet
W 5 complex potential
w 5 complex conjugate velocity
z 5 complex coordinate,5x1 iy

Dt 5 time increment
Dx 5 location of introduction of new vortices

G 5 strength of vortices
r 5 density
t 5 tip clearance

Superscript

* 5 complex conjugate

Subscripts

B 5 values concerning source representing cavity develop-
ment

J 5 values concerning tip leakage jet
k 5 index of vortices
V 5 values concerning vortices
` 5 values at pressure tap
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Measurements of Air Entrainment
by Bow Waves
This paper describes measurements of the air entrained in experiments simulating the
breaking bow wave of a ship for Froude numbers between two and three. The experiments
and the characteristics of the wave itself are detailed in T. Waniewski, 1999, ‘‘Air En-
trainment by Bow Waves; Ph.D. theses, Calif. Inst. of Tech.’’ The primary mechanism for
air entrainment is the impact of the plunging wave jet, and it was observed that the air
bubbles were entrained in spatially periodic bubble clouds. The void fraction and bubble
size distributions were measured in the entrainment zone. There were indications that the
surface disturbances described in Waniewski divide the plunging liquid jet sheet into a
series of plunging jets, each of which produces a bubble cloud.
@DOI: 10.1115/1.1340622#

1 Introduction
To our knowledge, there are no records in the literature of void

fraction and bubble size distribution measurements beneath break-
ing bow waves in the field, probably because this type of experi-
ment would be exceedingly difficult and costly. There have been,
however, studies which measure void fraction and bubble size
distributions beneath other types of plunging breaking waves in-
cluding white caps, and two-dimensional and three-dimensional
plunging waves created in laboratory wave tanks. An early ex-
ample is the measurement of bubble size distributions under white
caps by Blanchard and Woodcock@1#. Later, sets of void fraction
measurements were made by Lamarre and Melville for two-
dimensional plunging waves@2#, three-dimensional plunging
waves@3#, and white caps@4# using impedance-based void frac-
tion instrumentation. They observed that wave breaking creates a
bubble cloud which can have a void fraction as high as 30–40
percent. This cloud, primarily comprised of millimeter sized
bubbles, then degasses rapidly leaving behind a diffuse plume of
microbubbles. Bubble production rates and size distribution mea-
surements for the larger bubbles were made by Cipriano and Blan-
chard @5# and Loewen et al.@6#, among others. Bubble popula-
tions in fresh and salt water were compared in studies such as
Cartmill and Su@7# and Loewen et al.@6#; bubble plumes in fresh
water contain a larger number of smaller bubbles than those in salt
water.

Bow waves are continuously breaking plunging waves, and
Chanson and Cummings@8# found that the air entrainment process
for plunging, breaking waves is similar to that for an inclined
plunging jet in cross flow. Studies concerning gas entrainment by
plunging liquid jets are summarized in a recent review by Bin´ @9#
show that the nature of the air entrainment process depends on a
number of parameters including the flow rate, jet surface turbu-
lence, and jet geometry. Chanson and Cummings@10# use the
information from these works to predict the volume rate of air
entrainment, bubble sizes, and bubble penetration depth for plung-
ing breakers and demonstrate good comparison with the experi-
mental field data.

Lamarre and Melville@2# showed that the air entrainment pro-
cess is closely coupled with the breaking wave dynamics, but
virtually all of the investigations described above focus on ‘‘two-

dimensional’’ wave breaking and there is little information on the
highly three-dimensional processes which occur in breaking bow
waves. The research presented herein used a three-dimensional
simulated bow wave, described by Waniewski@11#, which al-
lowed for detailed examination of the wave breaking and air en-
trainment processes. One set of experiments were performed in a
40 m long recirculating flume and are referred to herein as the
large flume experiments. The waves were created by a deflecting
plate mounted at an angle to the oncoming supercritical flow in
the flume. The Froude number of these flows was limited by the
flume and ranged from two to three.

2 Experimental Equipment
The 40 m flume is 109 cm wide and 61 cm deep with 1.3 cm

thick tempered glass sidewalls and a stainless steel bottom plane
to within 62.5 mm. It was filled with city tap water at about 23°C.
Flow rate,Q, is measured using a venturi meter and the depth,d,
is measured with a point gage. The maximum discharge is ap-
proximately 0.394 m3/s. To create a super-critical flow, a 20.3 cm
high two-dimensional spillway section was installed at the up-
stream end of the flume, downstream of a 8.1 m long reservoir.
The test section is located approximately 24 m~or over 200
depths for the flows investigated! downstream of the spillway.
This location ensured a fully developed flow and also gave the air
bubbles entrained in the flow downstream of the deflecting plate
the maximum time to settle out. Here, a 75 cm long by 50 cm high
lucite plate was mounted at an angleu to the oncoming flow to
simulate a wedge shaped hull with half angleu. The plate’s lead-
ing edge was machined to a sharp edge and displaced 12 cm from
the flume sidewall to reduce the effect of the boundary layer on
the wall of the flume. A steady breaking wave, similar to that
observed at the bow of a ship, is created as the flow rides up on
the plate.

An impedance based void fraction meter~IVFM ! was devel-
oped to measure the void fraction,a, in these high speed, un-
steady, multiphase flows. The IVFM probe, based on a design by
Chanson@12# consisted of two concentric stainless steel elec-
trodes, as shown in Fig. 1. The probe tip was aligned with the
direction of the bubble velocity, and its small dimensions allowed
it to respond to individual bubbles. The impedance across the two
electrodes, which increased with void fraction, was mainly resis-
tive for excitation frequencies below the megahertz level. The
electronics were designed to detect a 1 mmdiameter bubble mov-
ing at 2 m/s; therefore, the minimum frequency response required
was 4 kHz. The present experiments used 500 kHz excitation at
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the level of62.5 V applied to the inner electrode, and the outer
electrode was grounded. The output was low-pass filtered with a
cutoff of 40 kHz and demodulated to provide a DC signal propor-
tional to the local void fraction.

Single bubble tests were conducted to determine the sensitivity
of the IVFM probe to bubble position. The probe was mounted in
a tank of water with the tip pointing downward. Single bubbles
were intermittently released from a stainless steel tube installed
several centimeters below the probe. The bubbles were of uniform
5 mm diameter just before release and deformed as they traveled
upward as shown in Fig. 2. The high speed video camera and the
IVFM data acquisition system were triggered simultaneously at
time t50 ms. Figure 3 shows the voltage signal corresponding to
the images shown in Fig. 2. Correlation of numerous images and
voltage signals like these confirmed that a large negative voltage
pulse is produced each time a bubble impacted the probe. The
pulse width was defined as the time difference between the two
crossings of a particular voltage level. The pulse amplitude and
width were sensitive to the lateral location of the bubble at impact
and this relationship is defined in Waniewski@11#.

A vertical two-phase flow facility~see Kytomaa@13#! was used
to calibrate the IVFM. It included a 10.2 cm working section with
an air injector at the lower end. The injector produced air bubbles
of uniform diameter of roughly 5 mm. Two static pressure taps
located 1.1 m apart, and approximately equally spaced above and
below the downward-pointing IVFM probe, were connected to an
inverted manometer. The reading from this manometer provided
the steady-state void fraction,a. The IVFM signal was sampled at
2 kHz; a typical signal corresponding toa54.31 percent is shown
in Fig. 4. High speed videos confirmed that each pulse corre-
sponded to the impact of a bubble on the probe tip. The IVFM
signals were digitally processed using a fourth order Butterworth
filter with a cutoff frequency of 1 kHz. Forward and reverse fil-
tering were used to prevent phase distortion, and the mean noise
level was subtracted from each signal to compensate for any drift
in the IVFM electronics.

The void fraction was calculated from the processed signal us-
ing a procedure suggested by Ishii@14# for Eulerian time averag-
ing of two phase flow mixtures. The phases are designated by the
subscriptk wherekP$1,2%. The state density function,Mk , for
the kth phase at locationx and timet is defined as taking a value
of unity when thekth phase is detected and zero when it is absent.
The time averaged phase density function or void fraction,ak , is
then given by

ak~xo ,to!5 lim
d→0

1

Dt E@Dt#
Mk~xo ,t !dt (1)

whered is the interfacial region thickness~assumed to be small!,
xo is a reference location, andto is a reference time. The time
interval Dt is fixed and large enough to smooth out local varia-
tions in flow properties. Since the actual electronic output was not
a simple binary signal, it was necessary to use a threshold output
value to convert it to either a zero or unit value ofMk(x,t) so that
a could be calculated~Waniewski @11#!. Similar methods have
been used by other researchers using conductivity probes to mea-
sure void fraction~see, for example, Teyssedou et al.@15#!.

The calibration was repeated on four different days, and a typi-
cal calibration curve is shown in Fig. 5. The void fractions were
estimated using three different IVFM signal thresholds. A thresh-
old of 20.75 V gave the best agreement, especially at the lower
void fractions as can be seen in Fig. 5.

Fig. 1 Cross sectional view of the IVFM probe „not to scale ….

Fig. 2 Frames from high speed video of the single bubble
tests showing the IVFM probe tip above the tube which re-
leased the bubbles. The time is noted beneath each frame.

Fig. 3 Typical IVFM signal from the single bubble tests; the
frames from the corresponding high speed video are shown in
Fig. 2.

Fig. 4 Typical IVFM signal from the calibration experiments. A
voltage of À1.2 V occurs when no air bubbles are touching the
probe tip, and each large negative pulse corresponds to an air
bubble encounter.
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3 Experimental Observations
The air entrainment process in the large flume experiments

could be observed best when the laboratory was darkened and a
stroboscope was positioned to provide a high intensity and short
duration, 0.5ms, light pulse through the window in the bottom of
the test section~Waniewski @11#!. Observations of the bubbles
were made through the glass sidewall of the flume and both direct
inspection and high speed movies and videos showed the primary
source of air entrainment resulted from the impact of the plunging
wave jet on the passing water flow. The resulting splash forms
droplets which reimpact causing further entrainment, but this sec-
ondary entrainment mechanism will not be addressed here~see,
for example, Prosperetti and Oguz@16#!.

The plunging wave jet entrained air in ‘‘bursts,’’ forming ap-
proximately spherical clouds of bubbles visible beneath the free
surface. This observation is similar to that of Chanson and Cum-
mings@8# in their experiments on a planar supported jet. For high
jet impact velocities~4–8 m/s! they reported a thin layer of air
entering the flow at the impact point, adding that the ‘‘air pockets
are entrained by discontinuous gusts at the lower end of the air
layer.’’ In the present experiments, high speed videos revealed
that the bubble clouds had a diameter of about 5–10 cm and were
comprised of bubbles which were more tightly packed at the cen-
ter of the cloud than at the edges. Moreover, the formation of
these clouds was spatially periodic so that a train of bubble clouds
could be observed beneath the free surface at any particular mo-
ment in time. A typical photograph of bubble clouds is shown in
Fig. 6. Photographs of individual bubbles within the bubble
clouds were obtained using a telephoto lens, and though most of
the bubbles appeared to be 1–5 mm in diameter, larger finger-like
pockets of air also were observed. These did not persist in the
clouds; either they were broken up into smaller bubbles by the
turbulent flow or they rose to the free surface. Finally, the clouds
grew in size as they were convected downstream.

4 Void Fraction and Bubble Size Measurements
For void fraction measurements beneath the simulated bow

wave, the IVFM probe was mounted on the carriage described in
Waniewski@11#. Measurements were taken at a series of locations
in the impact line region of the bow wave plunging jet; one such
traverse is shown in Fig. 7. A preliminary series of experiments

verified the IVFM signal~see Waniewski@11# for details!; a typi-
cal signal is presented in Fig. 8. Next, the repeatability of the
results was tested. A set of nine IVFM signals were sampled at 20
kHz for 3.2 s at one location under the same circumstances. These
had a mean void fraction of 3.2 percent and showed a standard
deviation of 0.8 percent thus demonstrating repeatability. Subse-

Fig. 5 Calibration data for the IVFM from the bubbly column
facility. The different groups of points were produced by pro-
cessing the same data set using different thresholds; „s… for
threshold ÄÀ0.50 V, „¿… for threshold ÄÀ0.75 V, and „* … for
threshold ÄÀ1.00 V. A linear curve fit for the data correspond-
ing to threshold ÄÀ0.75 V also is shown.

Fig. 6 Photograph of bubble clouds passing by the IVFM
probe, the tip of which is visible in the center. The flow is from
right to left with uÄ25°, fÄ0°, UÄ2.47 mÕs, dÄ7.39 cm, and
FÄ2.90.

Fig. 7 Schematic diagram of the planform of the flow with a
typical IVFM traverse „¯… indicated.

Fig. 8 A typical signal from the IVFM located several centime-
ters beneath the bow wave plunging jet: uÄ26°, UÄ2.39 mÕs,
dÄ6.47 cm, FÄ3.00, and aÄ6.5 percent.
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quent measurements were repeated only three times for each lo-
cation; the mean of the three is reported hereafter.

An example of time-averaged, ensemble-averaged, void frac-
tion data for a traverse as viewed from downstream is shown in
Fig. 9. The leading edge of the deflecting plate is located at
(x,y)5(0,0) and the upstream free surface is located atz50.
Void fraction contours were constructed and highlight the trends
in the data. Because the free surface was unsteady, it was not
possible to estimate the void fraction at locations abovez5
21 cm without the free surface dipping below the probe or the
probe entraining air. In addition, there is a surface proximity ef-
fect for this type of void fraction instrumentation which is de-
scribed in Lamarre and Melville@3#.

Figure 10 shows the void fraction contours for sets of traverses
and confirms observations from the high speed video. First, the
bubble clouds are shown to be roughly circular in cross section
and grow as they convect downstream. Second, the bubbles are
more tightly packed at the cloud center than at the edges. The
center of the cloud, the region with greatest void fraction, was
located directly beneath the impacting jet.

The void fraction mappings in Fig. 10 also were used to calcu-
late the total volume of air entrained at particular streamwise lo-
cations. The areas between pairs of consecutive void fraction con-
tours were calculated and multiplied by the void fraction in those
regions. A trapezoidal summation of these terms gave the total
volume of air,Vair , per unit streamwise distance. Note that this is
a conservative estimate, since the void fraction was greater than
10 percent for some regions within the cloud but could not be
measured accurately. The results for the traverses of Fig. 10 are
included in Fig. 11 wherex* 50 corresponds to the origin of the
impact line. The data for the two sets of flow conditions appear to
be consistent with one another despite the slight offset which was
within the repeatability of the experiments. Moreover, the data
clearly shows that the quantity of air contained in the bubble
clouds increases with the distance downstream of the impact line
origin. The slope of the quadratic fit in Fig. 11 was used to cal-
culate the volume rate of air entrainment,Qair , for a given bubble
cloud where

Qair5Udc

dVair

dx*

and dc is the diameter of the bubble cloud. At locationx*
510 cm, typical clouds were 7 cm in diameter and the above
expression yielded aQair of 62 cm3/s.

The same IVFM signals were used to produce bubble chord
distributions for the bubbles which comprised the bubble clouds.
The typical dimension of the individual bubbles was represented
by a quantity called the bubble chord,l, calculated usingl
5UDT whereDT is an individual pulse width in the IVFM sig-
nal. Note that since very small bubbles remain spherical, this
chord should be close to the bubble diameter. Similar bubble
chord calculations for a dual tip conductivity probe are described
by Chanson@17# Bubble chord histograms were compiled using
bin size of 2 mm. Separate measurements at the same location
demonstrated that the histograms were repeatable~Waniewski
@11#!.

Figure 12 presents typical bubble chord histograms for bubble
clouds that passed through the traverse shown in Fig. 10~d!. Note
that most of the bubble chords were 1–7 mm, consistent with the
high speed video observations of the size of the individual
bubbles. Note also that the number of bubbles in this size range
increased from the edge to the center of the cloud and from the
bottom to the top of the cloud. Larger pockets of air existed in the
center of the cloud near the free surface, giving rise to the larger
bubble chords registered at those locations.

5 Frequency of Bubble Cloud Encounters
As described in Section 3, the formation of the bubble clouds

was observed to be spatially periodic. Since the clouds convect
downstream with the mean flow velocity, they pass a particular
location at some specific frequency. High speed video of the
bubble clouds was used to estimate this frequency of cloud en-
counters with the IVFM probe. Each frame of the video was ex-
amined, and it was noted whether or not a bubble cloud was
present at the probe tip. Frequencies of cloud encounters for flow
conditions similar to those in Fig. 8 were between 7 and 14 Hz.

A signal processing technique was implemented to extract the
same information from the IVFM signals. This required a quanti-
tative definition of a cloud, and so it was assumed that two
bubbles located 1 cm or less apart belong to the same bubble
cloud since the clouds were about 10 cm in diameter. If two
bubbles are separated by 1 cm in the streamwise direction and
move at the mean flow velocity then the time delay between the
two bubbles as they impact the IVFM probe tip can be calculated.
The IVFM signal was processed using an algorithm which
searched for successive pulses caused by individual bubble im-
pacts occurring within this time delay. Figure 13 shows the result
of this cloud detection algorithm for a typical IVFM signal. The
lower graph shows the reciprocal of the time delay, or frequency
of individual bubble impacts with the IVFM probe, as a function
of time. To count the clouds, a particular individual bubble impact
frequency was chosen as a threshold. Since the mean flow veloc-
ity was 2.39 m/s, a threshold of 200 s21 implied that two bubbles
belonging to the same cloud could have had a maximum separa-
tion distance of 1.2 cm. This threshold also is shown in the lower
graph, and a cloud was counted for each local maximum greater
than 200 s21. Note that this technique does not count bubble
clouds for which only a single bubble impacted the probe tip;
therefore, it gives a lower bound for the frequency of bubble cloud
encounters.

The frequency of bubble cloud encounters as a function of
depth also was explored~Waniewski@11#!. Since the bottom edge
of the bubble clouds was lower in void fraction, there was a
greater chance at larger depths that only a single bubble would
impact the IVFM probe and the algorithm would not count the
cloud because the same threshold was maintained for all depths.
Hence, the cloud frequency decreased with depth. Near the sur-
face, the typical cloud frequencies measured were 15 Hz as illus-
trated by Fig. 13; this frequency is similar to those obtained earlier
from the high speed video. When compared with the frequency of

Fig. 9 Local, averaged void fractions beneath the bow wave
plunging jet for a traverse at xÄ91.2, and for uÄ26°, fÄ0°,
UÄ2.48 mÕs, dÄ7.89 cm, and F Ä2.82. The IVFM measurement
locations are marked „d… and labeled with the void fraction
„percent …. Nine equally spaced contour levels „DaÄ1 percent …
also are shown.
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impact by individual bubbles on the IVFM probe, the number of
individual bubble impacts per cloud was calculated to be between
three and five.

6 Discussion of Bubble Cloud Formation
Surface disturbances exist on the plunging face of the bow

wave because of various flow instabilities, and each surface dis-

turbance leads to an individual plunging jet. These individual jets
may or may not break up into a string of droplets before impact.
As discussed in Waniewski@11#, the individual jets are convected
downstream with the mean flow velocity and each entrains air at
the point where it impacts the lower water surface. Observations
of the bubble clouds beneath the free surface show small bubble
clouds formed at the first location where the plunging wave jet

Fig. 10 Local, averaged void fractions for six different traverses: „a…, „c…, and „e… for the flow
conditions specified in Fig. 9 and „b…, „d…, and „f … for uÄ26°, fÄ0°, UÄ2.39 mÕs, dÄ6.47 cm, and
FÄ3.00. Ten equally spaced contour levels „DaÄ1 percent … are shown.
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impacts the free surface. These clouds grow in size~observed in
high speed video and measured by IVFM! and increase in void
fraction ~measured by IVFM! as they convect downstream in a
direction which follows the impact line of the bow wave.

On the basis of these observations, a mechanism for air entrain-
ment is proposed and is shown schematically in Fig. 14. Each of
the individual plunging wave jets entrains air into its own bubble
cloud. These jet-cloud structures convect downstream with the
mean flow velocity; therefore, the distance between successive
surface disturbances determines the distance between bubble
clouds. This is consistent with the visual observations of the
clouds since dividing the mean flow velocity by the spacing be-
tween the disturbances yields the same 20 Hz frequency manifest
in the bubble cloud train. Cross-correlations of the IVFM and
wave gage signals also seemed to support this hypothesis
~Waniewski @11#!. In addition, the void fraction increases with
downstream distance since more bubbles are injected over time.
Simultaneously, the cloud size increases with downstream dis-
tance as a result of turbulent mixing.

We now compare the typical rate of air entrainment measured
in these experiments, 62 cm3/s ~see Section 4!, with that which
might be expected using existing theories. Van de Sande and
Smith @18# model air entrainment by low velocity~2–5 m/s! tur-
bulent water jets plunging into a quiescent pool of water and
obtain:

Qair50.021
dj

3/2U j
2l j

1/3

sin~b!
m3/s (2)

where Qair is the volume rate of air entrainment,dj is the jet
diameter,U j is the jet velocity,l j is the jet length, andb is the jet
impingement angle. Using the experimental data presented in
Waniewski @11#: dj53.8 cm, U j52.3 m/s, l j523 cm, and b
558°, Eq.~2! yields aQair of 600 cm3/s. This discrepancy with
the measured 62 cm3/s, was expected. Figure 10 shows that most
of the air exists in the.10 percent core and in the21,z
,0 cm surface layer; however, this air was not included in the 62
cm3/s. The void fraction in the core was approximated as 10 per-
cent and no approximation was made for the air in the surface
layer. The error from these approximations could well account for
the difference. On the other hand, it is likely that the air in the
core and surface layer out-gasses to the surface quite quickly and
the measuredQair of 62 cm3/s is a better indication of the bubble
entrainment which persists further downstream.

Fig. 11 Total volume of air entrained per unit streamwise dis-
tance as a function of distance from the origin of the impact
line, x * ; „d… for the traverses of Fig. 10 „a…, „c…, and „e… and „m…

for those of Fig. 10 „b…, „d…, and „f …. A quadratic curve fit „- -…
also is shown.

Fig. 12 Bubble chord histograms from bubble clouds ob-
served at xÄ75.9 cm for different elevations. Upper: y
Ä66.6 cm. Middle: yÄ63.5 cm. Lower: yÄ60.5.

Fig. 13 Detail of signal processing technique. Upper: raw
IVFM signal. Lower: cloud detection algorithm output, fre-
quency of individual bubble impacts, from the IVFM signal.

Fig. 14 Schematic diagram of the proposed air entrainment
mechanism. A time series of plunging jets and bubble clouds is
depicted; „¯… for tÄ0, „- -… for tÄDt , and „—… for tÄ2Dt .

62 Õ Vol. 123, MARCH 2001 Transactions of the ASME

Downloaded 03 Jun 2010 to 171.66.16.149. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



One of the uses of these data and/or model would be to improve
the two-phase flow computations around surface ships. In the ab-
sence of such input, Carrica et al.@19# assumed that for an arbi-
trary area near the bow, a mixture of water and air with a void
fraction of 10 percent entered the flow with a constant downward
velocity. They further assumed the bubble size distribution mea-
sured by Cartmill and Su@7#. The present paper would suggest the
following improvements. The location of the air entrainment
should be along the impact line only, and the void fraction as a
function of the distance along the impact line should be specified
consistent with the present data. A similarly consistent bubble size
distribution from an average of experimental measurements
should be used. Even though the size distributions were seen to
vary with location in the present study, most of the bubble chords
were between 1 and 7 mm. The velocity of these bubbles entering
the flow at the free surface should be the vector sum of the plung-
ing wave jet velocity and the downstream velocity as described in
Waniewski @11#. As more detailed models became appropriate,
the periodicity observed in the bubble clouds could be included.

7 Conclusions
The primary mechanism for air entrainment in the present bow

wave experiments was the impact of the plunging wave jet. Ob-
servations of the air entrainment process were made during ex-
perimental simulations of a bow wave in a flume which used a
high speed video camera with a synchronized strobe lamp. An
impedance based void fraction meter~IVFM ! was developed spe-
cifically to measure void fraction and bubble size distributions
beneath this breaking wave.

It was observed that the air is entrained in spatially periodic
bubble clouds, approximately 5–10 cm in diameter. The IVFM
signals were processed using a cloud detection algorithm to find
the rate of bubble cloud encounters. For depths between 1 and 3
cm beneath the free surface, the bubble cloud rates varied from
5–20 Hz. The bubble cloud void fraction could exceed 10 percent
in the center of the cloud, and the bubble chords for the bubbles
comprising the clouds were between 1 and 7 mm. Void fraction
mappings for different flow cross sections beneath the wave were
generated, and the bubble chord distributions were calculated for
these locations. The void fraction mappings were used to estimate
the quantity of air entrained at different streamwise locations. It
was found that for a given flow condition, the void fraction in-
creases with the distance traveled along the impact line.

In addition, it appears that the frequency of the surface distur-
bances, described in detail in Waniewski@11#, controls the fre-
quency of the bubble clouds. The surface disturbances divide the
plunging liquid jet sheet into a series of individual plunging jets,
and each jet entrains air into its own bubble cloud beneath the free
surface. This is supported by comparison of the predicted volume
rate of air entrainment,Qair , for a plunging liquid jet with the
experimentally evaluatedQair for a bubble cloud.
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Nomenclature

d 5 upstream depth or model draft~m!
dc 5 bubble cloud diameter~cm!
F 5 Froude number based on upstream conditions,F

5U/Agd
g 5 gravitational acceleration~m/s2!
l 5 bubble chord length~mm!

Q 5 volume flow rate~m3/s!
t 5 time ~s!

U 5 upstream velocity~m/s!
Vair 5 total volume of air per unit streamwise distance

~cm3/cm!
x 5 streamwise coordinate~cm!

x* 5 streamwise coordinate measured from impact line
origin ~cm!

y 5 cross stream coordinate~cm!
z 5 vertical coordinate~cm!
a 5 void fraction ~percent!

DT 5 pulse width~s!
f 5 dihedral angle~degrees!
u 5 wedge half angle~degrees!
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This paper examines the use of computational fluid dynamics as a tool for predicting
human exposure to aerosols generated during compressed air spray painting in cross-
flow ventilated booths. Wind tunnel experiments employing a mannequin and non-volatile
oil provide data to evaluate the numerical predictions. Fidap (v8.01) is used to calculate
the velocity field and particle trajectories, while in-house codes were developed to post-
process the trajectory data into mass concentrations, size distributions, transfer effi-
ciency, and over-spray generation rates. The predicted dimensionless breathing-zone con-
centration of 0.13623 percent is in agreement with the measured value of 0.13615
percent given the uncertainties involved in such comparisons. Computational fluid dy-
namics is a powerful tool capable of providing useful information to occupational hygiene
engineers involved in controlling human exposures to toxic airborne contaminants.
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Introduction
Predicting human exposure to toxic airborne contaminants in

the workplace is important from both the epidemiological-
assessment, and engineering-control perspectives. To estimate
dose-response relationships between inhaled contaminants and
disease incidence, retrospective epidemiological studies must dif-
ferentiate human exposures based upon historical records. The
absence of robust models that quantitatively relate these records to
exposure ultimately attenuates the power of such studies. Occupa-
tional hygiene engineers, confronted with the design of ventilation
systems to minimize human exposures, need modeling tools to
assist in the optimization of such controls. In addition, EPA Pre-
manufacture Notification~PMN! and OSHA legislation make it
incumbent upon industry to estimate and control employee expo-
sures to toxic airborne contaminants.

Despite the advent of sophisticated computational fluid dynam-
ics ~CFD! software, and powerful computers, there have been
relatively few studies~Heinonen et al.@1#, Kulmala et al. @2#,
Flynn and Sills@3#! to explore critically their application to these
types of problems. The resources required to simulate the com-
plex, unsteady, three-dimensional, turbulent flows that arise in
occupational environments are significant, and judicious approxi-
mations are needed. The approach presented here begins by con-
structing a conceptual model of reality, i.e., human exposure to
total mass generated during spray painting. The difference be-
tween reality, as evaluated with field sampling, and the conceptual
model, based upon dimensional analysis and wind tunnel studies,
defines an error that characterizes the adequacy of the conceptual
model. Subsequently, numerical simulation is conducted based
upon a simple representation of the wind tunnel experiments used
to develop the conceptual model. The difference between the nu-

merical results and the wind tunnel experiments defines a second
error, which evaluates the adequacy of the numerical approxima-
tions. By partitioning the uncertainties in this manner it is possible
to identify whether refinements in the conceptual model or the
numerical approach will most improve simulations of human
exposure.

Background
A recent paper~Flynn et al. @4#! summarizes the conceptual

model described above and presents a simple mathematical model
of human exposure to total mass generated during the compressed
air spray painting of a flat plate in a cross-flow ventilated booth.
As summarized in Eq.~1!, this model predicts a dimensionless
breathing zone concentration as a function of an air momentum
flux ratio and worker orientation,

log10S CHUD

ṁ0
D 5a1DS Fg

Fm
D g

(1)

C is the total mass concentration in the breathing zone, solid,
liquid, and vapor.

U is the average air velocity in the cross-flow spray booth.

H andD are the height and breadth of the worker.

ṁ0 is the over-spray mass generation rate.

Fg and Fm are the momentum flux of air from the gun, and
through the projected area of the mannequin, respectively.

a, D, and g are constants that depend upon geometry and the
angle of orientation,Q, of the spray gun and the booth airflow
~see Fig. 1!.

Fg

Fm
5

K

HDU2 (2)

where,
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K is the kinematic momentum flux of air from the spray gun,p is
pressure,V is the air velocity, andA is the exit area. Then and f
subscripts denote the nozzle atomization airflow and nozzle fan
airflow ~used to shape the spray pattern! respectively, atm indi-
cates atmospheric conditions. The over-spray mass generation
rate, (ṁo) is related to the liquid~paint! flow rate (ṁL) by the
transfer efficiency (hT) as follows:

ṁo5ṁL~12hT! (4)

The major result of the empirical work was to evaluatea, D,
andg for the two orientations over a representative range of mo-
mentum flux ratios using data from scale model wind tunnel stud-
ies. Greater exposure occurs in the 90 deg orientation relative to
the 180 deg case, for most real-world spray paint applications. A
field evaluation of this model was performed~Carlton and Flynn
@5#! with eight spray painters sampled for a total of 55 tasks. The
mean measured exposure for the eight workers was 129 mg/m3

with a 95 percent confidence interval of@70–188# mg/m3. The
corresponding predicted mean exposure was 85 mg/m3 with a 95
percent confidence interval of@76–93# mg/m3 indicating that the
model worked well for the limited flat-plate geometry for which it
was intended, despite a bias to under predict. This suggested that
the approximations employed in developing the model were rea-
sonable, and that the wind-tunnel data would be useful for evalu-
ating CFD simulations of exposure.

The wide variety of work piece geometry, and ventilation con-
figurations~e.g., downdraft booths! encountered in real spray ap-
plications limits the dimensional analysis–conceptual model ap-
proach. Numerical simulation provides a more flexible tool with
extension to complex geometry, time-dependent flows, and vola-
tile aerosols. A recent paper~Flynn and Sills@3#! presents prelimi-
nary CFD simulations of the wind tunnel studies confirming the
orientation effect observed in both laboratory, and field studies

~Carlton and Flynn@5#, Heitbrink et al.@6#!. Those simulations
employed coarse approximations, and although the exposure rank-
ings were correct, there was not good quantitative agreement be-
tween the predictions and experimental data. The objective of this
work is to improve the numerical approximations, and to examine
the ability of CFD models to make accurate estimates of aerosol
exposure. An analysis of some of the more significant sources of
uncertainty is presented.

Experimental Methods
The laboratory wind tunnel experiments employed a non-

volatile oil in lieu of paint, and a stationary mannequin. Despite
these limitations, application to moving workers with volatile
paints was reasonably successful—details are reported in~Carlton
and Flynn@7,8#!. One set of experiments, designed to reflect typi-
cal working conditions, is selected for comparison with numerical
simulation and is summarized here briefly. The dependent vari-
ables of interest are:~1! the breathing-zone mass concentration;
~2! the associated aerosol size distribution; and~3! the transfer
efficiency of the spraying process. A mannequin holding a Spray
Systems 1/4 J nozzle was placed in a 1.524 m square wind tunnel
and oriented 90 deg to a flat plate. The nozzle was 0.203 m from
the plate and operated at a gauge air pressure of 345 kPa~50 psig!.
A liquid ~corn oil! mass flow (ṁL) of 0.00283 kg/s was used, and
the wind tunnel air speed was 0.478 m/s. Figure 2 is a photograph
of this particular set-up looking into the wind-tunnel.

The 1/4 J nozzle is a coaxial, air-blast atomizer similar in de-
sign to a conventional spray paint gun, but operated without the
‘‘fan-air’’ which is used to shape the spray pattern in actual spray-
paint guns. The 1/4 J nozzle and corn oil system was selected
since information about the spray size distribution was available
from an empirical study~Kim and Marshall@9#!. For the transfer
efficiency comparisons, data was also used from a study~Tan and
Flynn @10#! employing an HVLP~High Volume Low Pressure!
spray gun which operated at the same momentum flux as the 1/4 J
described above, but was positioned 0.254 m from the plate to
match the simulation. This spray gun had fan-air as well. It should
be noted that because an ‘‘arm’’ is not included in the simulation
the distance of the nozzle to the plate is not quite the same for the
1/4 J nozzle. Breathing-zone concentration and particle size mea-
surements were made only for the 1/4 J nozzle. Table 1 presents a
summary of the relevant parameters.

Transfer efficiency is defined here as the fraction of liquid mass
sprayed that deposits on the object. This was measured by mass
balance by removing what had impacted on the flat plate. The
breathing zone concentrations and size distributions were mea-
sured using open-face and closed-face 37 mm filter cassettes re-

Fig. 1 The reality being simulated: compressed air spray
painting of a flat plate in a cross-flow ventilated booth, QÄ90
and 180 deg

Fig. 2 Photo of the experimental setup: mannequin in wind
tunnel with 37-mm open-face cassette located in mouth
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spectively, both operating at 2.0 L/m. The aspiration losses of
large particles inherent in the use of these cassettes are a major
source of uncertainty in comparisons with the numerical results.
They are addressed here by correcting the numerical predictions
according to empirical equations developed by Vincent@11#.

Numerical Methods
The three-step numerical procedure outlined in~Flynn and Sills

@3#! is employed here. First the steady, three-dimensional, air ve-
locity field is calculated. Subsequently, aerosol particles of appro-
priate size are introduced at the center of the jet face, moving at
the air speed, and tracked through the flow field assuming they do
not influence the air velocity field in any way. Others~Hicks @12#!
have employed this decoupling of the liquid and gas phases in
spray-painting simulations by introducing the particles down-
stream of the atomization~near nozzle! region. However, recent
studies~Flynn et al.@4#, Tan and Flynn@3#! suggest that due to the
relatively low momentum flux of liquid relative to gas present in
most spray paint applications that including the aerosol along with
an equivalent momentum air jet is also a good representation of
the process. Finally, the aerosol trajectories are converted into
predictions of transfer efficiency, breathing-zone mass concentra-
tion, and size distributions for comparison to the empirical data.
The first two-steps are accomplished with FIDAP~v8.01!. Con-
version of the particle trajectories to concentrations and transfer
efficiency is accomplished through algorithms developed
in-house.

To represent the mannequin in the wind tunnel a circular cyl-
inder of heightH, and diameterD, is used. A square orifice on the
surface of this cylinder of side length,s, represents the spray
nozzle as a jet of air. The face of this nozzle is at a distance,Zp ,
from the plate. The 1/4 J nozzle used in the experiments has an
exit airflow area of 0.0225 cm2 and the velocity is sonic for the
pressures employed. This work uses an incompressible flow cal-
culation with a larger orifice, but equivalent momentum, to ap-
proximate the compressible-flow, high-pressure spraying opera-
tion. A comparison of experimental and computational length,
velocity, and mass flow scales is given in Table 1.

Air Velocity Field. The equations selected to model the air-
flow are the steady state, incompressible, turbulent, Navier-Stokes
equations with the standard two-equation k-e model. These equa-
tions are:

¹•u50 (5)

u•¹u5¹•Fm1m t

r
~¹u1¹uT!G2

1

r
¹p (6)

r~u•¹k!5¹•S m1
m t
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m t
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¹« D1c1

«

k
m tF2c2r

«2

k
(8)

where:

m t5rcm

k2

«
(9)

The constants are:

cm50.09; sk51.00; s«51.30; c151.44; c251.92.

Together with the boundary conditions specified in Table 2, these
equations are solved using a segregated approach with pressure
projection. Streamline upwinding is used with the cell Reynolds
number relaxation scheme. This approach is reported to be very
nearly second order accurate~Fidap Manual@13#!. The criterion
for terminating the nonlinear iterations is the simultaneous con-
vergence of the relative error norm to below 0.001 for each of the
six variables.

Aerosol Trajectories. Particles are tracked according to a
generalized drag equation:

dv

dt
5

u2v

t
1

rp2ra

rp
g (10)

Table 1 Experimental and numerical parameters Table 2 Boundary conditions for Eqs. „2…–„5…

Table 3 Input particle size distributions
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where:

t5
4rpDp

2

3mCD Rep
(11)

and,

CD5
24

Rep
~110.15 Rep

0.687! (12)

Rep5
Dpuu2vura

m
(13)

where:
u is the air velocity vector.
v is the particle velocity vector.
Rep is the particle Reynolds number.
CD is the particle drag coefficient.
Dp is the diameter of the aerosol particle.
t is the particle relaxation time.
ra and rp are the density of the air and particle, respectively.

The input particle size distribution is determined from the em-
pirical equations of Kim and Marshall@9# who specifically exam-
ined the 1/4 J nozzle, and oleic acid~corn oil! used here. A dis-

Fig. 3 Particle trajectories for the 90 deg orientation, in each case the small sphere depicts the breathing zone volume. Side
views „a… 27.5 mm diameter particles, and „b… 52.5 mm diameter particles. Top-down views „c… 27.5 mm diameter particles, and
„d… 52.5 mm diameter particles, booth airflow is from left to right.
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crete representation of the size distribution, based on 5mm
intervals was used with the midpoint as input to FIDAP. The mass
fractions associated with each size interval are used to determine
transfer efficiency and concentration. Table 3 presents the discrete
representation of the particle size distribution for the experimental
conditions described above, and also includes mass fractions for
the HVLP gun based on the appropriate experimental conditions.
The upper size limit of 60mm was selected since it was observed
during the simulations that all particles greater than this size im-
pacted on the plate and did not contribute to exposure. All of the
mass over 60mm is included in the simulated prediction of trans-
fer efficiency.

Equation~10! is integrated with an implicit option available in
FIDAP, i.e., the Backward-Euler method. Turbulent displacement
of the particle is included via a random number subroutine. This is
accomplished according to a stochastic model based on the
method of Gosman and Ioannides@14#. The interaction of each
particle with a fluid eddy is limited to the lesser of the eddy
lifetime or the time it takes the particle to traverse the eddy.
FIDAP creates an output file containing the endpoints of each
increment on each particle trajectory, along with the value of the
time step. This information is used to calculate transfer efficiency,
breathing zone concentration, and particle size distributions, as
described below.

Transfer Efficiency and Concentration. The formula for the
calculation of mass concentration in the breathing zone, based on
particle trajectories determined from the computed velocity field,
is ~Heinsohn@15#!:

C5(
i 51

N
ṁi t i

Vbz
(14)

where,ṁi is the mass flow rate associated with thei th trajectory,
Vbz is the breathing zone volume,t i is the residence time for the
i th trajectory inVbz , andN is the total number of trajectories. An
in-house code~Flynn and Sills@3#! was used to calculate concen-
tration inside a spherical breathing zone of volume of 0.000905
m3. This sphere was positioned to coincide with the location of
the filter used in the experiment. The algorithm identifies the pro-
portion of each trajectory increment that lies within the numerical
breathing zone and sums the time spent within this zone. This
provides the information for exposure and size distribution
calculations.

An additional part of the in-house, post-processing algorithm
determines the number of aerosol particles impacting on the ob-
ject. Transfer efficiency for a given size particle is obtained as the
ratio of particles impacting on the object to the total number used
for that size. Size-specific over-spray generation rates are obtained
directly from this information.

Parameters governing the accuracy of the numerical solution
are the size of the time step (Dt), the total time the particles are
tracked~T!, the input size distribution~C!, the mesh refinement,
and the number of particles input in each size interval. Previous
work ~Flynn and Sills@3#! suggests that a value for the time step
may be selected according to Eq.~15!,

Dt50.1
Zp

U j
(15)

For the simulations hereDt50.0002 second, and a total time of
30 seconds, or 3 nominal wind-tunnel volume air-changes, was
found to be adequate. Figure 3 shows an illustration of trajectories
for two different size particles, 27.5mm and 52.5mm. The larger
particles impact the plate while the smaller ones escape, some
passing through the spherical breathing zone.

Results and Uncertainty Analysis
Five different meshes of increasing refinement, identified m1–

m5, were employed. All meshes were generated using FIGEN by

projecting paved meshes over various vertical increments. Table 4
presents a summary of the meshes giving the number of elements
along various mesh edges in addition to the total number of nodes.
NELX, NELY and NELZ are the number of elements along the
edges of the domain representing the wind tunnel, while NELOF
and NELCF are the number of elements on the face of the object
~flat plate! and the cylinder face~front of worker! respectively.
Figure 4 shows various views of the m3 mesh. Initially, a solution
vector consisting of the velocity components, turbulence kinetic
energy, and dissipation at 27 points in the vicinity of the
breathing-zone was selected for examination under mesh refine-
ment. The relative error norm is reported in Table 5 as a function
of mesh refinement for each degree of freedom.

Subsequently, the other dependent variables were examined.
The predicted transfer efficiencies are constant over the finest
three meshes at a value of 0.81 for the 1/4 J nozzle and a value of
0.83 for the HVLP gun. The difference is due to a different mass
distribution associated with the two different nozzles. The mea-
sured values of transfer efficiency for the 1/4 J atomizer~at a
nozzle-to-plate distance of 0.203 m! range from 0.935–0.940 with
a mean of 0.938. For the HVLP spray gun~at a nozzle-to-plate
distance of 0.254 m! they range from 0.78–0.81 with a mean of
0.80. The superior agreement of the predicted transfer efficiency
with the HVLP data is due in part to the fact that the nozzle-to-
plate distances match exactly. Studies~Tan and Flynn@10#! have
shown that transfer efficiency increases with decreasing distance
to the plate, other factors being equal. In addition, the HVLP gun
has fan air~serving to mix the particles more uniformly!, subsonic
discharge, and a nozzle area of 0.000033 m2, resulting in a better
scaling match with the simulation.

Due to the turbulent nature of the flow, and the discrete nature
of particle size, there is a distribution of solutions for any given
input. Figure 5 shows a plot of the dimensionless breathing zone
concentration as a function of the number of trajectories per size
interval for the finest meshes. Given the difference between the
two finest meshes, results suggest that the predicted dimensionless
concentration converges to a value of 0.3860.08, considerably
above the measurement of 0.1360.02. However, the tendency for
an extractive aerosol sampling methodology to underestimate the
true mass concentration due to aspiration losses is well known
~Vincent @11#!, and has been examined for the types of filter cas-
settes used to collect the experimental data in this study. Using the
numerically predicted velocity, and the empirical correction fac-
tors for open-face cassettes at a 90 deg sampling angle~Vincent
@11#!, the adjusted data in Table 7 are obtained. The adjusted
value for the predicted dimensionless concentration is 0.13
60.03, indistinguishable from the measured value.

Breathing-zone particle size distributions by mass were con-
structed, that were approximately lognormal. The unadjusted mass
median diameter~MMD ! was 23mm with a geometric standard
deviation~GSD! of 1.8. When adjusted for closed-face filter aspi-
ration losses an MMD of 11mm and a GSD of 2.0 were obtained.
The corresponding measured values were an MMD of 25mm and
a GSD of 1.6. The summary of results is presented in Table 6 for
the finest two meshes and the experimental data. The adjusted
MMD predicted in the breathing zone, is about half the measured
value.

Table 4 Mesh details
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There are many additional sources of uncertainty in this ap-
proach, including the adequacy of the geometric representation,
and the turbulence model. A major approximation is representa-
tion of the small air nozzle as a larger equivalent-momentum jet.
This introduces a violation of continuity since the jet and spray-
nozzle do not have equal areas. The ratio of the air-jet mass flows
~reality to simulation! is equal to the ratio of the jet velocity in the
simulation, to the nozzle velocity in reality. This local error is
significant; however spray airflow is a very small part of the total
flow when the booth air is included. The global continuity error,
for the simulation run here is negligible at 0.7 percent. The error
approaches 2 percent if a 0.025 m~1 in.! square jet is used in the
simulation.

Kim and Marshall@9#, report the uncertainty in their prediction
of mass median diameter as624.2 percent. Using this to define an
upper and lower bound for the particle size uncertainty and recal-

culating the dependent variables produces the results in Table 7.
The particle size distributions in the breathing zone are relatively
unaffected by uncertainty in the input size distributions. Concen-
tration and transfer efficiency vary inversely, but the dimension-
less concentration remains essentially unchanged. This is exam-
ined further in the discussion section below.

Representation of the mannequin as a circular cylinder also
introduces some uncertainty. The jet-to-plate distance and the ap-
propriate spacing of the cylinder-to-plate cannot be simulta-
neously achieved without a ‘‘virtual arm’’ on the cylinder. The
spacing selected, i.e., 0.254 m was a compromise. However, it is
likely that some of the discrepancy in transfer efficiency is due to
uncertainty in the spatial distribution of the particles. One study
~Domnick et al.@16#! suggests that larger particles migrate to the
periphery of the spray, resulting in perhaps an escape of more
large particles than predicted. This is consistent with the differ-
ences in particle size distribution observed. This effect may be
mitigated when fan air is used and perhaps part of the reason for
the excellent agreement of transfer efficiency with the HVLP gun
experiments.

Fig. 4 Three views of computational grid m3: „a… top view, „b…
3D view, „c… details of the jet region.

Fig. 5 Convergence of the dimensionless breathing-zone con-
centration as a function of the number of particle trajectories
per size interval for the three finest meshes

Table 5 Relative error norms for solution variables as a func-
tion of mesh refinement

Table 6 Comparison of numerical predictions to experimental
data
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Discussion
The direct proportionality between the over-spray generation

rate and the breathing zone concentration makes the dimension-
less concentration relatively insensitive to uncertainty in input
particle size distribution. This is significant for occupational hy-
giene engineers using computational fluid dynamics as a tool for
optimizing exposure control decisions. The dimensionless concen-
tration is essentially a mixing factor, relating the generation rate to
a local concentration, that is a function of the geometry and the
momentum flux ratio. Engineers desiring to assess how ventilation
design alterations e.g., air supply and extract locations, or work
practices e.g., orientation, might affect this mixing pattern and
reduce exposure can work with the dimensionless form of the
concentration and incur less uncertainty. In addition, by combin-
ing the CFD predictions with measurements, or more accurate
models ~Tan and Flynn@10#!, of spray gun transfer efficiency,
excellent estimates of actual exposure are possible. For example,
based on the predicted dimensionless breathing-zone concentra-
tion of 0.13 and a measured value for transfer efficiency of 0.94,
a predicted exposure of 225 mg/m3 is obtained, which matches the
measurement.

This work suggests that accurate predictions of human exposure
to toxic airborne contaminants are possible using CFD software
and some simplifying approximations. Within the quantifiable un-
certainties, the numerically predicted dimensionless concentration
is in good agreement with experimental values measured in the
wind tunnel. These data in turn were supported by field studies of
actual human exposures. The numerical simulation of dimension-
less concentration provides a powerful tool for occupational hy-
giene engineers to evaluate exposures a priori and to assist in
optimization of control. Further refinements including a virtual
arm, a representation of the filter sampling process, worker mo-
tion and the inclusion of volatile aerosols will help extend the
power of such an approach. A significant limitation of the numeri-

cal method as it currently exists is the required post-processing of
particle trajectory files. If this were an option within the CFD
software, particle trajectories could be processed much more
efficiently.
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Gas-Liquid Distribution in the
Developing Region of Horizontal
Intermittent Flows
Experiments have been carried out to analyze the evolution of the air/water flow structure
along a horizontal 60 mm i.d. straight pipe. Plug and slug flow regimes were observed. In
order to investigate the local structure of the flow, dynamic void fraction measurements
have been performed by means of ring impedance probes. From dynamic void fraction
measurements the mean void fraction values, the probability distributions of void, the
liquid film height in the gas cavities and the slug frequencies have been evaluated. The
analysis of the results showed that the flow structure deeply modifies along the pipe and
that minor effects have to be ascribed to gas injection mode. The examination of the
probability distribution function enabled the identification of the operating conditions at
which the transition occurs, thus making it possible to propose a new objective criterion
of identification. @DOI: 10.1115/1.1343108#

Keywords: Intermittent Flow, Impedance Probe, Slug Frequency, Flow Pattern
Transition

1 Introduction
The flow of two-phase mixtures is a common situation in such

industrial plants as chemical reactors, power generation units, oil
wells, and pipelines. As it is well known, the flow configuration
and the gas-liquid interactions in such systems are a complex
function of the flow rates of the two phases, of their physical
properties and of pipe geometry. Among the possible two-phase
configurations, intermittent flow conditions are encountered for a
wide range of gas and liquid superficial velocities. The intermit-
tent flow in horizontal pipes can be described as the flow of liquid
regions where the liquid bridges the whole pipe~plugs or slugs!
separated by stratified flow regions. The repetitive structure of the
flow introduces fluctuations in the flow properties~pressure, void
fraction! that have to be accurately predicted in order to design
pipelines and other two-phase flow industrial components.

Generally, the approach to predict the intermittent behavior of
gas-liquid systems is to define a one-dimensional model based on
the assumption that the flow can be described as a sequence of
similar slug units travelling at assigned velocity. This is the
method proposed first by Duckler and Hubbard@1#, Nicholson
et al. @2# and recently by Andreussi and co-workers@3,4#. Fabre
et al. @5# proposed a multi-cell model based on a statistical distri-
bution of the slug cell length.

Irrespective of the slug model chosen, some preliminary infor-
mation ~closure relationships! is required to apply the model and
to obtain predictions of the flow. These relationships concern the
evaluation of such flow parameters as the gas fraction in the slug
body as , the translational velocity of the slugVt , the frequency
of the slug passagef, or the slug lengthl s . In particular, the
knowledge of the last two parameters is crucial to accurately pre-
dict the behavior of the two-phase flow.

Moreover, it is necessary to know the flow conditions at which
the flow pattern transition from plug to slug flow occurs to ac-
count for the presence of gas in the liquid body~slug!. There is a
history of uncertainty over the correct location of the plug to slug
boundary as can be noticed from the examination of different flow
map and transition criteria~Mandhane et al.@6#, Barnea@7#, Lin

and Hanratty@8#, Ruder and Hanratty@9#, Andreussi and Paglianti
@10#!. To date, it is even not clear whether the transition occurs at
constant superficial gas velocity~as proposed by Mandhane et al.,
and Ruder and Hanratty! or whether it occurs at constant mixture
superficial velocity.

Finally, it is important to know if the flow pattern is fully de-
veloped and if entrance effects are extinguished at the location
where the flow parameters have to be evaluated. Since the en-
trance length~100 diameters and over! is usually greater than the
characteristic length of several industrial components where a
two-phase mixture is generated, it is essential to know to what
extent the steady~or quasi-steady! configuration is suitable to de-
scribe the flow region immediately downstream the phase mixer,
where the effects of the injection mode can appear.

The flow structure analysis is very important to understand the
basic two-phase behavior and to develop, improve, and test the
physical models of the intermittent flow. A fundamental quantity
is the local void fraction, which allows the flow structure to be
described efficiently when information is available in terms of
space-time characteristics.

In this work, three void meters have been employed to control
the flow evolution along the pipe and two gas injectors have been
tested to study the effects of the injection mode. From dynamic
void fraction measurements the mean void fraction values, the
probability distributions of void~PDF!, the liquid film height and
the power spectra of void fraction fluctuations~PSD! have been
evaluated.

2 Experimental Facility

2.1 Flow Loop. The experimental results presented in this
paper have been obtained in a loop designed and assembled at
Ditec, University of Genoa. The facility consists of a horizontal
test section where air and water can be mixed to generate the
two-phase flow under bubble, stratified and intermittent flow re-
gimes near atmospheric pressure. Transparent pipes, carefully
chosen to match the inner diameters at the tube ends, allow the
inspection of the flow pattern; the test section is 12 m long and the
pipe inner diameter is 60 mm.

In order to assess the effects of inlet conditions on the main
flow parameters, two different phase mixers have been employed.
Injector A was extensively employed: it is constituted by a holed
drum ~hole diameter 0.5 mm! where the gas phase is introduced
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radially into the liquid stream. Injector B, employed to check the
variations of the flow parameters to inlet condition variations, is a
co-current phase injector where the gas phase is introduced from
the top parallel to the liquid stream to create stratified flow
conditions.

The gas and liquid superficial velocities covered in the experi-
ments wereVsg50.3;4 m/s andVsl50.6, 0.9, 1.1 and 2 m/s,
respectively. Each run was repeated 5 times. Plug and slug flow
regimes were observed during overall 130 test runs. The gas su-
perficial velocities~and the gas volume fractionxv! were calcu-
lated according to the pressure measurements collected 6 m down-
stream the phase mixer.

The test apparatus is equipped with resistive probes to measure
the instantaneous void fraction at different locations from the
mixer. The probes are located, respectively, at 33, 100, and 160
diameters from the injection. The test pipe is also equipped with
15 pressure taps to measure the pressure profiles along pipe. Fur-
ther details on the test loop are available in Guglielmini and
Soressi@11#.

2.2 Void Meter Testing and Procedures. In the present
work the instantaneous area-average void fraction measurement is
performed by applying the conductance method by means of the
device described by Fossa@12#.

Many studies have been carried out on impedance void meters;
impedance probes able to produce information on the area average
void fraction were employed by Asali et al.@13#, Andreussi et al.
@14#, Tsochatzidis et al.@15#, Costigan and Whalley@16#. In par-
ticular, Andreussi, Tsochatzidis and co-workers described the re-
sponse of resistive probes with ring electrodes flush mounted on
the pipe internal wall on theoretical and experimental bases.

The void meters adopted in this investigation consists of ring
electrode pairs placed on the internal wall of the cylindrical test
duct, flush to the pipe surface. The calibration curve was obtained
by means of the procedures described in detail in@12#. The as-
sumption adopted here concerns the possibility to describe the
structure of intermittent horizontal flows as if it were constituted
of stratified regions separated by liquid regions where a few gas
bubbles may be present.

As demonstrated, both theoretically and experimentally, by An-
dreussi et al. and as confirmed by the authors’ measurements, the
probe response is affected by the probe geometry and even more
by the flow pattern: as a consequence, at the same mean void
fraction, the mixture impedance changes with the phase distribu-
tion. In order to overcome this problem, the probe geometry was
chosen to produce a probe response quite insensible to the
changes between the uniformly dispersed~bubble! regime and the
stratified regime. Based on preliminary tests, the probe aspect ra-
tios De /D and s/D ~D pipe diameter,De electrode spacing, s
electrode width! have been chosen equal to 0.34 and 0.071, re-
spectively. The selection of the proper electrode aspect ratios also
resulted in small measuring volumes as compared with holdup
spatial fluctuations.

Figure 1 shows the results of the calibration procedure in terms
of dimensionless conductance. The data refer to the stratified and
bubble flow configurations, different ring diameters but same as-
pect ratios. In order to avoid continuous checking of the electrical
conductivity of the liquid during the runs, the measured two-phase
conductance was normalized with respect to the conductance of
the full-of-liquid test pipe at the beginning of the each test session,
and then converted into void fraction data by means of the cali-
bration curve. The reliability of the instrumentation adopted was
confirmed by extensive comparisons with the void fraction mea-
surements carried out with an optical fiber device as described by
Arosio et al.@17#.

The signal from each probe was picked up by the acquisition
system at a sampling frequency of 100 Hz during a sampling
period of 82 seconds. Each run was repeated 5 times. A repeat-
ability investigation was performed over 50 test runs and at dif-
ferent probe locations: the standard deviation of the void fraction

measurements was found to be 1.5 percent. The statistical analysis
of the data records allowed the time-average void fractiona and
the void probability density function~PDF! to be inferred. The
probability density profiles were employed to identify the flow
pattern, as suggested by Jones and Zuber@18#. Furthermore, the
analysis of the PDF profiles enabled the estimation of the void
fraction in the stratified region between slugs from which the
mean~i.e., most probable! liquid film height h and the minimum
liquid film height hmin were inferred. The automated procedure
consists in the analysis of the double peak profiles of the PDFs
pertinent to intermittent flow: the peak at high void fraction is
representative of the mean liquid levelh while the right value of
the void fraction where the PDF goes to zero can be associated to
the minimum liquid levelhmin ~see Fig. 2!. From the void fraction
values the liquid level height has been calculated by solving a
simple trigonometric problem.

The power spectral densities of the void sensor signal were
obtained by the Fast Fourier Transform technique~FFT! accord-
ing to the following procedure: 5 sets of records~82 seconds each!
were collected and the final power spectrum was obtained from
frequency averaging of the 5 power spectra resulting from each

Fig. 1 Calibration of the impedance probe, according to the
stratified and bubble phase distributions

Fig. 2 Procedure to infer the liquid level values h and h min
from PDF profiles
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data record~subjected to Welch type data windowing@19#!. The
frequency corresponding to the maximum of the power spectrum
was assumed as the main frequency of the intermittent flow~slug
frequency!. More than 5 records~up to 10! were employed for
some operating conditions to precisely detect the main frequency
of the flow. This procedure yielded results in agreement with the
classic criterion to infer the slug frequency, i.e., by counting the
slug passages from the time histories of the probe signal.

3 Results and Discussion

3.1 Influence of the Inlet Conditions and Length for Flow
Development. In order to investigate the effect of inlet condi-
tions on the main flow parameters, a limited set of experiments
have been duplicated by employing both the injection devices
described in Section 2.1. The operating conditions considered for
comparison cover theVsg range 0.5–3 m/s and the liquid super-
ficial velocities 0.6, 1.1, and 2.0 m/s: the overall number of runs
was 30.

The influence of the injection mode on the measured flow pa-
rameters proved to be weak. As can be observed in Fig. 3 in terms
of the ratios between void fraction values obtained with injectors
A and B, the time average values were substantially the same for
both inlet conditions. The values obtained with injector A were
slightly higher~the average value of the ratioaB /aA is 0.986! but
the differences between corresponding values turned out in the
range of measurement uncertainty.

From the point of view of the time histories of the void signal,
no considerable effects on the flow pattern have been observed
due to the different injection mode atx/D5100, 160 and even
near the mixer, atx/D533. Similar conclusions can be drawn for
the measured values of slug frequency and liquid film levels.

For what concerns the developing length to obtain a stable flow
condition 150 diameters from injection are generally considered
enough. As a confirmation, most of available data in literature
have been collected at a distance from the phase mixer in the
range 150–200 D. Even if the occurrence of a developed flow is a
matter of definition~the pressure drops continuously affect the gas
density and hence the mixture velocity!, one important contribu-
tion is the study of Nydal et al.@20#, where the question is deeply
discussed. The authors demonstrated that a~cf. p. 444! ‘‘well-
defined statistical distribution of the slug holdup, with only one
peak, may be regarded as a necessary condition for developed
slug flow.’’ Nydal and co-workers demonstrated that the entrance
length depends on both gas and liquid superficial velocities and

that it ranges from 120 D to 400 D and over. Based on their own
measurements they obtained a map of minimum length for devel-
oped slug flow. The operating conditions of present investigation
have been plotted on Nydal map~Fig. 4!: it can be observed that
a length of 160 D generally accomplishes the developed flow
criterion, while shorter distances such as 33 D and 100 D~the
other measuring position in the present work! are in the entrance
region of the flow.

3.2 Liquid Holdup Time Histories. The effects of the op-
erating conditions on the local flow structure in two-phase hori-
zontal intermittent flow have been investigated by recording the
void fraction fluctuations in three locations along the test pipe.
some typical time histories are shown in Figs. 5~a!–5~f !, in terms
of liquid holdup versus time. As can be observed, the flow pattern
changes with the flow rates of gas and liquid and with the distance
from the phase mixer thus making it possible to notice a few
peculiar features.

The plug flow, defined as usual as a sequence of liquid packets
free of gas bubbles bridging the whole pipe, is evidenced by the
appearance of time intervals during which the holdup is equal to
unity. As can be observed in Figs. 5~a! and 5~b!, the plug flow is
accompanied by step changes of the liquid level in the gas cavities
between plugs when the liquid superficial velocity is low, namely
for Vsl50.6 m/s andVsg50.9 m/s. This phenomenon was ob-
served and outlined by Ruder and Hanratty@9#, who carried out
experiments with a 0.095 m i.d. pipe and measured the liquid level
during intermittent flows at 190 diameters from the injection.
They concluded that the existence of staircase-like shape of the
liquid level profile is an indicator of the plug flow regime. The
examination of Fig. 5~c!, which refers toVsl51.1 m/s, shows that
the two-stage liquid level disappears asVsl is increased at the
same gas superficial velocityVsg ~around 0.4 m/s! as imposed for
the test runs of Figs. 5~a! and 5~b!. The analysis of the holdup
records pertinent toVsl52.0 m/s confirms that plug flow can exist
without step changes in the liquid level of the stratified regions. It
is interesting to notice that atVsl.1 m/s no two-stage liquid pro-
files were observed even atx/D5100, so that the possibility to
ascribe the appearance of a two-stage liquid level to a flow devel-
opment effect can be excluded. From the above experimental re-
sults and observations, it can be concluded that the phenomenon is
peculiar of plug flow only at low liquid superficial velocities,
namely atVsl,1 m/s.

Figures 5~d! and 5~e! show two typical holdup records concern-
ing slug flow: the holdup pertinent to the slug passages is gener-

Fig. 3 Ratio of void fraction values aB ÕaA as obtained from
different injector tests

Fig. 4 Nydal map †20‡ for entry length and present operating
conditions
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ally lower than the unity due to the presence of gas bubbles in the
liquid core. It can be noticed that liquid height minimum~as in-
dicated by the holdup trace with the assumption of no aeration of
the liquid carpet! is associated with the slug front, as observed by
Ruder and Hanratty.

Figure 5~f ! shows typical holdup fluctuations near the phase

mixer (x/D533) at high values ofVsg . As can be noticed from
the holdup records~and as confirmed by the visual observation of
the flow!, the structure of the intermittent flow disappears and the
flow pattern assumes the features of a wavy stratified regime when
Vsg is higher than 2.5 m/s for all the liquid flow rates here con-
sidered and irrespective of the phase mixer employed. Below this
threshold value, even atx/D533 an intermittent flow structure
has been observed. This fact may suggest that the length needed to
start the intermittent flow mainly depends on the gas flow rate,
increasing as the gas flow rate is increased.

3.3 Time Average Void Fraction Along the Channel.
Data on the time average void fractiona have been obtained from
integration of time series such as those described above. The
knowledge of the average void fraction during intermittent flows
is important since it allows the velocity of the gas pocketsVb ~or
slug translational velocityVt! to be evaluated, which is an un-
known of the one-dimensional slug model. To this aim the rela-
tion of Nicklin et al. @21# can be generalized to evaluate the
bubble velocity in plug/slug flow as a function of the mixture
velocity Vm5(Vsg1Vsl), the velocity of a bubble in stagnant
liquid v0 ~drift velocity! and a constantC0 :

Vb5C0Vm1v0 (1)

According to Bendiksen@22# the the above relation may be
interpreted by stating that the bubble moves at velocityv0 relative
to the centerline velocity of the liquid ahead of the bubble; when
the flow is horizontal, the termv0 can be neglected at high mix-
ture velocities. According to Bendiksen@22#, v0 vanishes at liquid
Reynolds numbers greater than 40,000. Woods and Hanratty@23#
stated thatv0 contributes to bubble velocity only forVm,3 m/s.
At low mixture velocity, the drift velocity approaches the values
suggested by Benjamin@24#:

v050.542~gD!0.5 (2)

A great number of studies have been devoted to the evaluation
of the constantC0 as reported in@22,23#. For horizontal flows the
most significant results of such investigations is that the values of
C0 range from 1–1.35. According to Bendiksen,C0 approaches
value 1.2 at liquid Reynolds numbers greater than 50,000. With
the assumptions of deaerated liquid regions and negligible drift
velocity, it can be easily demonstrated that~1! can be written in
terms ofa as:

Vsg /a5C0Vm (3)

which in turns, asC0 is fixed at the value 1.2, coincides~if the
pressure term is neglected! with the correlation of Armand and
Treshchev@25#:

a50.833xv10.05 ln~10p! (4)

wherexv is the volume gas fraction defined asVsg /Vm and p is
the pressure in MPa.

Data relative to the time average void fraction measured during
our experiments for given values of gas and liquid superficial
velocities are sketched in Figs. 6~a!–6~d! as a function ofxv with
the dimensionless distance from injectionx/D as a parameter. The
reported values are the averages of those obtained for 5 repeated
runs. The main result is the increase of the void fraction while
moving in the streamwise direction. The void fraction values pre-
dicted by Armand-Treshchev correlation are attained in the mea-
suring station located at 160 diameters while values up to 20
percent less have been measured upstream. At low liquid superfi-
cial velocities~i.e., Vsl50.6 m/s! the void fraction values atx/D
533 andx/D5100 are very close to each other and the void
fraction values atx/D5160 are lower than those expected by~4!
as can be noticed from Fig. 6~a!.

For higher liquid superficial velocities~Figs. 6~b!, 6~c!, 6~d!!,
the void fraction values atx/D533 are generally lower than those
measured atx/D5100 but the difference is reduced atxv.0.6
;0.7(Vsg.1.3 m/s). The void fraction values atx/D5160 are

Fig. 5 Liquid holdup tracings at different locations along the
test pipe and for different operating conditions
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Fig. 6 Area average void fraction as a function of the gas volume fraction. Parameter: distance from the phase injection.

Fig. 7 Calculated values of the constant C 0 as defined in „3… Fig. 8 PDF profiles at different locations along the test pipes
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well fitted by ~4!: this fact may be a further indication that a
~quasi! steady flow pattern has been reached at the downstream
measuring location.

The measurements of the void fraction can be interpreted in
terms of constantC0 by ~3!. It can be deduced from Figs. 6~a!–
6~d! that C0 ranges from 1.20–1.50 for all the operating condi-
tions and measuring locations. In particular, atx/D5160, the con-
stantC0 is around value 1.20 as can be noted in Fig. 7. A closer
examination of the figure reveals the influence of the liquid flow
rate, as already observed above in comments to Figs. 6~a!–6~d!.

These results are in reasonable agreement with the measure-
ments of Bendiksen@21# but it should be noted that the present
results refer to liquid Reynolds numbers in the range 40,000–
120,000 while Bendiksen’s data correspond to lower Reynolds
numbers.

3.4 Statistical Distribution of Void Fraction, Flow Pattern
Transition and Liquid Film Level. The records of the instan-
taneous void fraction have been analyzed in terms of probability
density function~PDF!. Intermittent flow is associated with a
twin-peaked PDF@18#, where the low void fraction peak is perti-
nent to slug~plug! passage and the high void fraction peak is

Fig. 9 Typical PDF profiles for stratified flow at the tube inlet
„x ÕDÄ33… when V sgÌ2.5 mÕs

Fig. 10 PDF profiles at different gas flow rates

Fig. 11 Transition plug Õslug flow by the analysis of PDF: the
influence of the increasing gas flow rate on the height of the
slug peak
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characteristic of separated phase regions~gas pockets!. Typical
PDF profiles reconstructed by means of the present data are
shown in Figs. 8 and 9. Figure 8 shows the PDFs concerning the
measurements atx/D533, 100, and 160 for given gas and liquid
flow rates. From Fig. 8 it is easy to detect the flow development
along the channel: the height of the slug peak increases and the
peak pertinent to the stratified regions moves to higher void frac-
tion values as the distance from the injector is increased. The
results of Fig. 8 correspond to a situation in which the time frac-
tion pertinent to slug passage increases and the liquid film level in
the separated phase regions reduces while moving along the
streamwise direction. Figure 9 shows the PDF atx/D533 at high
values of the gas superficial velocity. The situation is described in
Fig. 3~f !. As can be observed, the PDF profile pertinent tox/D
533 collapses from double peak shape into single-peak shape as
Vsg exceeds 2.5 m/s. In these conditions, the flow pattern can be
classified as stratified and the void fraction at which the maximum
of the PDF occurs is very close to the time averagea. It should
also be noted from Fig. 9 that the two injection devices here
employed produce similar phase distributions.

The effect of gas flow rate on the flow pattern is shown in Fig.
10 at x/D5160. The main result is that the slug peak tends to
disappear and the separated phase peak moves to the right and
increases in height. A deeper analysis of the PDF profile as a
function of theVsg reveals a very interesting feature. Consider the
PDFs reported in Figs. 11~a!, 11~b!, and 11~c! that correspond to
different values ofVsl , namely 0.6 m/s, 1.1 m/s, 2.0 m/s; in all
cases, the height of low void fraction peak~slug peak, which
represents the time fraction pertinent to slug passage! goes
through a maximum while the gas flow rate increases. The situa-
tion is summarized in Fig. 12, where the slug peak amplitude is
plotted as a function of gas and liquid superficial velocities. Care-
ful observation of the time histories of the void signal as well as
of the PDF profiles themselves indicates, at gas superficial veloci-
ties greater than those pertinent to the occurrence of the peak
height maximum, the presence of gas bubbles inside the slug
body. From PDF profiles, it can be noted that, as the peak height
passes beyond the maximum, the peak base enlarges to prove the
inception of bubble entrainment in the slug core.

According to the standard definition of plug and slug flow re-
gimes, the presence of bubbles is the indicator of the transition.
Therefore, the existence of a maximum of the slug peak height
can be utilized as a criterion to identify the transition from plug to
slug flow regime. This criterion can be used as an objective and
quantitative discriminator for the occurrence of flow pattern
transition.

The examination of Figs. 11~a!–11~c!, as well as of Fig. 12,
reveals other interesting features. The first observation pertains to
the slug residence time over the observation period: the time frac-
tion of slug passage has a maximum, which increases with the
liquid flow rate. Second observation: the flow pattern transition
does not depend on the liquid flow rate but it depends only on the
gas flow rate, as the Mandhane flow map suggested. The threshold
Vsg value for transition is around 0.6–0.7 m/s for all the liquid
flow rate investigated. This value matches that evaluated by Ruder
and Hanratty~0.6 m/s @9#! according different criteria based on
the inspection of the shape of the elongated bubbles. The transi-
tion value forVsg is also close to the boundary on the Mandhane
map (Vsg50.8– 1 m/s), while, on the contrary, is far from the
values expected from Refs.@7#, @10#, according to which the tran-
sition occurs at constant mixture velocity (Vm52 – 2.5 m/s).

The height of the liquid film in the stratified region between
slugs was determined from the analysis of PDF curves of the type
shown in Figs. 8–10. As described in Section 2.2, the average
heighth ~most probable! of the liquid film was inferred from the

Fig. 12 Slug peak amplitudes for different values of V sg and Vsl Fig. 13 Mean liquid levels evaluated from PDF analysis at dif-
ferent locations along the pipe

Fig. 14 Minimum liquid levels evaluated from PDF analysis at
different locations along the pipe
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void fraction at which the maximum of the right peak occurs
while the minimum liquid levelhmin was associated with the right
value of the void fraction where the PDF goes to zero.

Figures 13 and 14 show the dimensionless liquid levelh/D and
minimum liquid level hmin /D as a function ofVsg at different
location along the pipe. As can be observed, the values ofh and
hmin decrease with the distance from the injection and with in-
creasing gas flow rate.

The figures refer toVsl52.0 m/s; similar trends have been ob-
tained at lower liquid flow rates. The effect of the increasing
liquid flow rate is to increase the liquid depth~either h or hmin!
mainly at the tube inlet (x/D533), where difference up to 30
percent have been observed at the same value ofVsg . Such dif-
ferences decrease as the gas flow rate increases. It is worthwhile
to notice that forVsl,1 m/s the values ofh as measured atx/D
533 are in reasonable agreement with the values expected from
the stability criterion for the onset of intermittent flow as proposed
by Lin and Hanratty@26#.

Fig. 15 Mean liquid levels evaluated from PDF analysis for dif-
ferent values of V sl

Fig. 16 Minimum liquid levels evaluated from PDF analysis for
different values of V sl

Fig. 17 The ratio between the minimum and the mean liquid
levels at x ÕDÄ160

Fig. 18 Power spectral densities of void fraction fluctuations.
Parameter: location along the pipe
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Near the tube outlet (x/D5160) the liquid levelsh andhmin are
not very sensitive to the changes in the liquid flow rate, as can be
seen in Figs. 15 and 16. In particular, forVsl in the range 0.6–1.1
m/s the experimental data lie on the same curve while the data
pertinent toVsl52.0 m/s show values approximately 25 percent
higher. These results are consistent with Ruder and Hanratty mea-
surements that are summarized as continuous line in Fig. 16. The
agreement between the two sets of data is good and confirms that
the minimum film heights weakly depend on liquid flow rate for
Vsl values up to 1 m/s. Over this value the increase ofVsl yields
the liquid level to rise as demonstrated by the level profile perti-
nent toVsl52.0 m/s.

Finally, it has been observed that a linear relationship exists
between the measured values ofhmin andh. The ratio of the two
quantities is about 0.65–0.8 and is quite insensible to the liquid
flow rate variations: the effect of the gas superficial velocity on
thehmin /h ratio is shown in Fig. 17 with reference to the measure-
ments taken atx/D5160.

4.5 Power Spectral Densities and Slug Frequency.As
previously discussed~cap. 1!, one-dimensional models to predict
intermittent flow behavior, require some preliminary information
~closure relationships!. These relationships concern the evaluation
of such flow parameters as the frequency of the slug passagef or
the slug lengthl s . In what follows, some available relationships
for slug frequency evaluation are considered for comparison with
present data.

The analysis of probe signals in the frequency domain allowed
the power spectral densities~PSD! of void fraction to be obtained
by using the Fast Fourier Transform technique as described in
Section 2.2. As an example, Figs. 18~a!, 18~b! give the results
obtained at 33, 100, and 160 diameters from the air injection, for
Vsl50.9 m/s andVsg51.39 m/s. The PSDs show the appearance
of a dominant frequency that becomes more evident with the in-
crease in the distance from the phase mixer. With reference to the
measurements collected atx/D533, it can be noticed that, al-
though the spectrum is wide and no dominant frequency can be
detected, the maximum of the PSD occurs at frequencies two
or three times higher than those measured in the downstream
locations.

This observation is consistent with the model proposed by
Tronconi@27#, who postulated that a linear relationship exists be-
tween the frequency of formation of superficial waves during the
stratified flow and the slug frequency: the proposed model allows
the slug frequency to be evaluated as a function of the flow pa-
rameters pertinent to the stratified flow configuration.

f 50.61
rg

r l
S Vg

D2hD
strat

(5)

In order to evaluate the slug frequency, the phase densityr, the
equilibrium liquid heighth and the actual gas velocityVg have to
be estimated with reference to the stratified flow configuration.
The author suggests the Taitel and Dukler model@28# to get the
flow parameters at equilibrium for the stratified flow.

For comparison with present data the well-known correlation of
Gregory and Scott@29# has also been considered. This dimen-
sional correlation for slug frequency is based on experiments car-
ried out in horizontal pipes at low liquid superficial velocities
(0.4,Vsl,1.3 m/s):

f 50.0226F Vsl

Dg S 19.75

Vm
1VmD G1.2

(6)

The slug frequency results obtained from FFT analysis atx/D
5160 are reported in Fig. 19 as a function ofVsg andVsl together
with the expected values from~5! and ~6!.

As can be observed, the experimental values and the predicted
ones are in fairly good agreement atVsg values greater than 2 m/s.
In particular, the experimental results are in satisfactory agree-
ment with the Gregory and Scott correlation at low values of
Vsl(Vsl,1 m/s); these are the conditions at which the correlation
was developed. At high liquid superficial velocity~2.0 m/s in this
study! the Gregory and Scott correlation underestimates the slug
frequency with an error up to 120 percent forVsg,0.5 m/s. In this
range, no reliable predictions can be obtained with Tronconi
model, since the error is around 50 percent. It can be noticed that
the Tronconi model, which remains a simple but powerful tool
based on a realistic description of the flow, exhibits a through-a-
maximum profile at lowVsg which does not correspond to the
trend of the measured values. As the gas superficial velocity in-
creases the error reduces: atVsg53 m/s the difference between
the values predicted by~5! and the measured ones is around 15
percent.

5 Conclusions
The impedance method was adopted to measure the area aver-

age instantaneous void fraction in two-phase flows developing in
a horizontal pipe. The investigated flow conditions cover the plug
and slug flow regimes. The analysis of the results shows that the
flow structure deeply modifies along the pipe and that minor ef-
fects have to be ascribed to the gas injection mode. The main
results are the following:

1 The examination of the time histories of void fluctuations
showed some peculiar features: in particular it was observed that
at low liquid superficial velocities (Vsl,1 m/s) the plug flow is
associated with appearance of step changes of the liquid level in
the gas cavities between plugs. The examination of void records
which refer toVsl51.1 m/s and 2.0 m/s, showed that the two-
stage liquid level disappears asVsl is increased at the same gas
superficial velocityVsg .

2 The time average void fraction increases along the pipe: in
the downstream region (x/D5160) the measured values agree
with those predicted by the correlation of Armand and Treshchev
while upstream (x/D533,100) up to 20 percent less values have
been measured.

3 The variation of PDF profile as a function of the gas flow rate
shows that the height of the slug peak goes through a maximum
that may be associated with the flow conditions at which the tran-
sition between plug and slug flow regimes occurs. Thus the ex-
amination of the probability distribution function enables the iden-
tification of the operating conditions at which the transition
occurs. When the possibility to vary the flow rate exists, this cri-
terion can be used as an objective and quantitative discriminator

Fig. 19 Slug frequencies as inferred from FFT analysis and
comparison with theoretical models
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for the occurrence of flow pattern transition. According to this
procedure, the transition occurs at constantVsg at a value around
0.6;0.7 m/s.

4 Far from the injection (x/D5160) the liquid levelsh and
hmin are not very sensitive to the changes in the liquid flow rate,
while the influence is stronger at the inlet (x/D533). In particu-
lar, for Vsl in the range 0.6–1.1 m/s the experimental data lie on a
single curve while the data pertinent toVsl52.0 m/s show values
approximately 25 percent higher. Theh-over-hmin ratio ranges
from 0.8–0.6 asVsg increases in the range of investigated values.

5 The slug frequencies inferred from power spectra showed
that a lack in the prediction capability of different correlations
exists atVsl.1 m/s especially for low gas superficial velocities,
namely atVsg,0.5 m/s, where the error is at least 50 percent.
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Nomenclature

C0 5 coefficient for bubble velocity expression
D 5 pipe diameter

De 5 electrode spacing
f 5 frequency
g 5 acceleration of gravity
h 5 liquid depth

hmin 5 minimum liquid depth
ṁ 5 mass flow rate
p 5 pressure
s 5 electrode width

v0 5 drift velocity
V 5 velocity

Vs 5 superficial velocity
x 5 distance from the injection

xv 5 gas fraction of volume flow
a 5 void fraction
r 5 density
s 5 Area contraction ratio

Subscripts

b 5 bubble
g 5 gas
l 5 liquid

m 5 mixture
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Rotating Probe Measurements of
the Pump Passage Flow Field in
an Automotive Torque Converter
The relative flow in an automotive torque converter pump passage was measured at three
locations inside the passage (mid-chord, 3/4-chord, and 4/4-chord) using a miniature
high-frequency response five-hole probe in the pump rotating frame. A custom-designed
brush-type slip-ring unit is used in the rotating probe system to transmit the amplified
signal from the probe in the rotating frame to the stationary frame. At speed ratio of 0.6,
a weak ‘‘jet-wake’’ flow pattern is observed at the pump mid-chord. High flow loss is
observed in the core-suction corner due to the ‘‘wake’’ flow caused by the flow separa-
tion. A strong clockwise secondary flow is found to dominate the flow structure at the
pump mid-chord. The Coriolis force and the through flow velocity deficit near the core at
the pump inlet are the main reasons for this secondary flow. The jet-wake flow pattern at
the 3/4-chord is enhanced by the upstream secondary flow. A jet-wake flow pattern is also
observed at the pump 4/4-chord, with concentration of the flow near the passage pressure
side. The secondary flow changes its direction of rotation from the 3/4-chord to 4/4-
chord. This is mostly caused by the passage meridional curvature and the flow concen-
tration. High loss is found in the core-suction corner wake flow due to a low kinetic
energy flow accumulation and the flow separation. Finally, the pump flow field is assessed
through the mass-averaged total pressure and relative pressure loss parameter. The data
are also analyzed to assess the effect of the speed ratio on the flow field.
@DOI: 10.1115/1.1341202#

Keywords: Torque Converter, Pump, Flow Measurement, Rotating Probe, Secondary
Flow

Introduction
The automotive torque converter is a hydrodynamic, closed-

loop, multi-component turbomachine. Compared with the conven-
tional turbomachine, the torque converter flow field is more com-
plex mainly due to:~1! the differing rotational speed of each
element;~2! 360 deg flow turning in the meridional plane;~3! the
large blade turning angles~turbine and stator!; ~4! the wide range
of operating conditions;~5! the high viscosity of the working
fluid; and ~6! the closely coupled system with substantial rotor-
stator, rotor-rotor interaction.

In an automatic transmission, the output torque and power of
the engine is imparted to the transmission oil by the pump of the
torque converter. The pump provides the pressure rise and in-
creases the angular momentum of the oil through the rotation and
the flow turning. In order to study the torque converter fluid dy-
namics and to investigate the loss mechanisms, it is very impor-
tant to understand the flow field inside the pump passage. This
knowledge will greatly help designers to improve the torque con-
verter performance. The objective of this paper is to study the
flow field inside the pump passage through a rotating probe mea-
surement and provide a thorough understanding of the flow fea-
ture and loss mechanisms of the pump flow.

There have been several investigations of the pump flow field in
recent years. By and Lakshminarayana@1# measured the pressure
on the pump blade surface. The static pressure was found to be
well behaved near the shell and poorly behaved near the core.
Gruver et al.@2# measured three components of velocity in the
pump at three streamwise planes~inlet, mid-chord, and exit! using
LDV. The velocity distribution was found to be highly three-

dimensional at speed ratio 0.8 and 0.065. The flow was well be-
haved near the shell and at the mid-span, but very poorly behaved
near the core. The jet-wake flow dominates the flow structure in
the pump passage. The jet-wake flow is a typical flow pattern
observed in centrifugal impeller blade passages. The flow concen-
tration on the pressure side of the passage looks like a ‘‘jet.’’ On
the suction side of the passage, a low momentum flow with high
flow disturbance exists. This looks like a wake. This is mainly
caused by the rotation and curvature effects. The LDV measure-
ment indicates a strong secondary flow at the mid-chord and the
exit. The rotation of the secondary flow is reversed from the mid-
chord to exit@3#. The steady and unsteady flow field at the pump
exit of a GM 245 mm torque converter was measured using a
high-frequency response five-hole probe@4#. The dominant fea-
ture of the flow field is the mass flow concentration on the shell
and pressure side, and a strong clock-wise~radically inward on
the suction side and outward on the pressure side! secondary flow.
A core-suction corner flow separation and an intense flow-mixing
region with very high flow unsteadiness were observed at the
pump exit. The centrifugal effect, not the blade turning, dominates
the flow feature in the pump passage. Dong et al.@5# performed
the steady flow measurement at the stator exit~the pump inlet!.
The measurement at the stator exit indicates the presence of a
large axial velocity deficit near the core at the speed ratio 0.6, and
the strong secondary flow causes large exit flow angle variations
from the core to the shell at the pump inlet. The flow at the stator
exit was found to be highly turbulent.

A new rotating probe system~both mechanical and electrical
systems! was designed and fabricated for the same GM 245 mm
torque converter. A miniature high-frequency response five-hole
probe, which was developed earlier at Penn State@6#, was em-
ployed to measure the pump passage flow field in the rotating
frame. The flow field at three chordwise locations of the pump
passage was measured at five speed ratios. For brevity, only the
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data at speed ratio of 0.6 are presented and interpreted in this
paper. The comprehensive data at all speed ratios can be found in
@7#.

Rotating Probe System and Measurement Technique
The experimental investigation was accomplished using the

Torque Converter Research Facility at the Pennsylvania State
University. The facility consists of six main components: drive
motor, absorb dynamometer, control system, hydraulic system,
test unit, and data acquisition system. A detailed description of
this torque converter test dynamometer is given by Dong@7#. A
schematic of the test section and the cross section of the pump are
shown in Figs. 1~a! and 1~b!, respectively. The newly developed
rotating probe system is described in this section.

The pump has 32 blades with 1 mm constant blade thickness.
The pump inlet blade angle is230 deg and the outlet blade angle
is 10 deg. The turbine has 36 blades with 1 mm constant blade
thickness. The inlet blade angle is 61.4 deg and the outlet blade
angle is262.6 deg. The stator has 17 blades with aerodynamic
profile. The inlet and outlet blade angles are 27 and 70 deg. The
flow field was measured at five different operating conditions,
speed ratios~defined asnt /np! 0.8, 0.6~design point!, 0.4, 0.2,
and 0.065. Only the data at the design speed ratio of 0.6 are
presented and interpreted in this paper. The test speed of the pump
is 1160 rpm, and the turbine speed is 696 rpm at a speed ratio 0.6.

At this condition, the torque converter has a 75.6 percent overall
efficiency and a 1.26 torque ratio on the Penn State facility. De-
tails of the high-frequency five-hole probe used in this investiga-
tion is described in@4#.

The rotating probe measurement system designed, developed,
and used in this research consists of~1! a probe traversing mecha-
nism to measure the flow field at various chordwise and tangential
locations, ~2! a signal conditioner~amplifiers and battery!
mounted on the rotating probe casing,~3! electrical conduits to
transmit the data to slip-ring unit, and~4! a slip-ring unit. The
probe design and data acquisition and processing systems in the
stationary system are identical to those described in earlier publi-
cations.

During the design, one of the most difficult problems encoun-
tered was the probe traverse system. The probe must be traversed
both tangentially and radially relative to the blade passage. The
probe is designed to be mounted on the pump shell at some speci-
fied location~percentage of the blade chord length, as shown in
Fig. 1!. The radial traverse of the probe is accomplished by a
sliding sleeve, which has a series of index holes on its outer di-
ameter. The sleeve can be translated~shell-to-core! in the pump
shell and be fixed in incremental positions by a set screw, which
engages the holes on the sleeve. The guide holes for the probe
sleeve are manufactured at the specified locations on the pump
shell and are aligned with the local blade angle. To carry out the
tangential traverse, the blade system was designed to rotate rela-
tive to the pump shell. The contour of the shell is manufactured to
match perfectly with the contour of the blade tip to keep the tip
leakage flow to be negligible. The angular position of blade rela-
tive to the probe is determined by a group of index holes, which
are accurately drilled by a CNC machine. Once the probe tangen-
tial position is fixed, the shell and blade parts are held together by
eight bolts. The pump cover is redesigned into two pieces; an
annular ring and a flat plate cover. The electrical wires used to
transfer the signal to the slip-ring unit are connected through two
small holes in the pump cover from the pump shell to the pump
shaft. All test parts mentioned above were manufactured by CNC
machining, and the pump blade part was made by five-axis CNC
milling machine. Complete details of the design and hardware can
be found in@7#.

The error in the rotating probe measurement is strongly depen-
dent on the noise of the electronic system. The Kulite pressure
transducers, which are used in the high-frequency response probe,
require a very stable voltage DC power supply. The output signals
of these transducers need to be amplified by low noise amplifiers.
These amplifiers are powered by a powerful DC power supply.
For the rotating frame measurement, the signal has to be trans-
ferred from the rotating frame to the stationary frame, which is
then processed through a data acquisition system~DAS-50 and
486 PC!. The contribution to the electronic noise comes from the
pressure transducer, the amplifier, the power supply, and the data
acquisition system.

A slip-ring unit was used to transfer the electrical signal from
the rotating frame to the stationary frame. This slip-ring unit is a
custom-designed, high quality, brush-type unit. It has 37 channels,
and is made of gold alloy for brushes and rings. For the speed
range from 0–1500 rpm, the noise level of this slip-ring unit is
about 5–7 mV for a 3–5 V level signal. This represents a signal
noise ratio of 0.10 percent–0.25 percent. For the flow measure-
ment, this noise level is acceptable after amplification, where the
DC signal is about 3–5 V and the AC signal is about 20–50 mV.
However, before amplification this noise is not acceptable, be-
cause it is even higher than the flow signal, and will be amplified
by the amplifier gain~250 in this system!. Therefore, the amplifier
and the transducer power supply have to be installed in the rotat-
ing frame before the signal transmitting through the slip-ring unit.

A schematic of the electronic system of the rotating five-hole
probe is shown in Fig. 2. Two groups consisting of a rechargeable
battery and a voltage regulator are used as the transducer power

Fig. 1 Cross-section of the pump rotating probe measurement
test unit and coordinate system. „a… Cross-section of test unit;
„b… pump blade passage and coordinate system.
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supply. The DC power supplies~112V, 212V! for the five am-
plifiers are transmitted through the slip-ring unit by five parallel
channels each. Two voltage regulators are used in the rotating
frame to reduce the noise of these power supplies due to the
slip-ring unit. All the above electronic units and five signal am-
plifiers are custom-designed miniature parts. They are mounted on
the pump shell, rotating with the pump passage. The output signal
from each transducer of the probe is transmitted to the stationary
frame through four parallel channels of the slip-ring unit in order
to reduce the noise due to the slip-ring unit. Seven slip-ring chan-
nels were parallel connected to the common ground. The mea-
sured noise of this system is low, total about 5–6 mV, which is
the same level as that measured in the stationary five-hole probe
system. Since the probe is in the rotating frame, the transducers
are not located at the same radius as the tip of the probe, the
measured pressures were corrected for the centrifugal force effect.
The accuracy of the centrifugal force correction depends on the
spatial error in measuring the location of the probe tip and the
transducer sensors.

The accuracy of the steady flow measurement of this rotating
probe system is60.7 kPa~60.1 psi! of the pressure,60.2 m/s of
the velocity, and61.5 deg of the flow angle. The dynamic per-
formance of the high frequency response probe has been dis-
cussed in earlier publications@4,7#. The maximum frequency re-
sponse is 9 kHz; the probe’s natural frequency is 6 kHz. The
accuracy of the probe positioning is60.15 mm in position and
60.15 deg in angle alignment. The flow field inside the pump
passage was measured at three cross sections; the mid-chord sec-
tion ~50 percent chord length from the pump inlet!, 3/4-chord
section~75 percent chord length from the pump inlet!, and 4/4-
chord section~pump blade trailing edge section inside the pas-
sage!, as shown in Fig. 1. At the pump mid-chord, the probe was
traversed on a grid of 837, which covers about 49 percent of the
passage area. At the pump 3/4-chord, the probe was traversed on
a grid of 937, and covers 65 percent of the flow area. At the
pump 4/4-chord, the probe was traversed on a grid of 837, and
covers 59 percent of the flow area. Compared with the conven-
tional turbomachinery measurement, these grid cover much less
percentage of the passage area because of the size of the torque
converter. The mass averaged~or passage-averaged! flow param-
eters have some inaccuracy; this can be determined only through
nonintrusive measurement technique such as Laser Doppler Ve-
locimeter.

In consistent with the earlier publications of the Penn State
group, the velocities and pressures presented in this paper are
normalized using the following equations:
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where theVref is called reference velocity of a given speed ratio,
which is found to be approximately proportional to the averaged
through flow velocity.
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Phub is the static pressure measured at the stator hub.
The secondary velocity in the relative frame (Wsec) is calculated

as follows:

WW sec5WW measured2WW ideal (3)

WW sec5~Wu measured2Wu ideal! iWu1~Wnmeasured2Wnideal! iWn (4)

where theWideal is the ideal flow velocity that exists in an inviscid
or primary flow field.

Wu ideal5Wm measuredtanbb (5)

Wnideal50 (6)

wherebb is the local blade angle.
In the pump rotating system, the relative total pressure loss

parameter is defined as:

P15~P0!p2
1

2
rU2 (7)

whereU is the local blade speed, equal tovr , and the (P0)p is the
relative total pressure in the rotating frame, defined as follows:

~P0!p5P1
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2
rW0
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whereP is the static pressure andW0 is the relative total velocity.
In some publications, the relative total pressure loss parameter
(P1) is called rothalpy, or Bernoulli constant in the rotating
frame. The physical meaning of this parameter is explained be-
low.

In a rotating reference frame, the value ofP1 is constant along
the streamline for incompressible and inviscid flow@8#. For the
viscous flow, the change in this parameter between two points on
the same streamline is the viscous loss. For the rotating probe
measurement, the relative total pressures (P0)p is measured di-
rectly by the five-hole probe because the probe is in the same
rotating frame as the flow. Therefore, the loss information can be
obtained by comparing the upstream and downstream distribu-
tions of the relative total pressure loss parameter.

The pump is located downstream of the stator inside the torque
converter. Thus, the stator exit flow controls the pump inlet flow
condition. The stator exit steady flow field of GM 245 mm torque
converter was measured by a stationary conventional five-hole
probe.

Results and Discussion
Typical spectrum of the rotating five-hole probe signal~channel

1! at one typical location is shown in Fig. 3. The signal from the
probe center hole~No. 1! at the center of the cross section is
presented. It is clear that the pump shaft frequency (fp,s) is the
dominant periodic signal at all locations. This is mostly due to the
gravity force. Because the facility is set horizontally, the rotating
probe senses different pressure at different angular position due to
the gravity force. At the pump mid-chord location, the probe is
located at the smallest radius among these three pump measure-
ment locations~2/4, 3/4, and 4/4; Fig. 1!, and the pressure differ-
ence between the top and bottom positions of the probe is the
smallest. The pump shaft frequency periodic signal has the small-
est value at mid-chord and the highest value at the trailing edge
~Fig. 3!. When a pressure correction for the gravity force is ap-

Fig. 2 Schematic of electrical system used for rotating probe
measurements.
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plied in the data processing, the periodic signal at pump shaft
frequency disappears. Other factors that could also generate the
periodic shaft frequency are misalignment of the test section, un-
balance weight, mechanical vibration, and electrical noise of the
dynamometer and control system. However, compared with the
gravitational force, all these signals are very weak at the shaft
frequency.

The other periodic signals shown in the spectrum are the stator
blade frequency (f stator) and the turbine blade frequency 36
3( f p,s2 f t,s). At the pump mid-chord, only the stator blade fre-
quency can be seen in the spectrum. This implies that the stator
blade periodic flow, such as the blade wake, has not been decayed
completely at the pump mid-chord location. However, the magni-
tude of this signal is very weak; only about 1/3 of the pump shaft
frequency signal. At the pump 3/4-chord, both the stator blade
frequency signal and the turbine blade frequency signal can be
seen in the spectrum. This indicates that both the upstream stator
blade periodic flow and the downstream turbine blade periodic
interaction are sensed by the probe. At the pump 4/4-chord, only
the turbine blade periodic signal is measured by the probe. From
the pump mid-chord to the 4/4-chord, the stator blade periodic
signal decreases as the upstream periodic flow decays, and the
turbine blade periodic signal increases as the effect of downstream
flow interaction increases. Furthermore, compared with the peri-
odic flow signal, the broad-band signal~random flow signal! is
very small. This means that the random unsteadiness of the rela-
tive flow inside the pump passage is small. This also indicates that
the electronic noise of the rotating probe system is also very
small.

The Flow Field at the Pump Inlet. The pump inlet flow is
measured at the stator exit using a conventional five-hole probe
@5#. Only the passage-averaged~circumferentially mass averaged
from the pressure to the suction surface! flow properties~in pump
rotating frame! are presented in Fig. 4 to facilitate interpretation
of the pump passage flow data. At the speed ratio 0.6, the most
significant feature of the pump inlet flow is the axial and total
velocity deficit near the core~Fig. 4~b! and ~c!!. A higher mass
flow rate is found near the shell region. The reason for this radial
redistribution is partly due to the axial velocity deficit at the stator
inlet near the core, and partly due to the radial mass transport by
the secondary flow inside the stator passage. A large velocity
deficit is also observed in the relative total velocity~Fig. 4~b!! due
to the non-uniform through flow profile. The stator pressure varia-
tion is small, except at idle conditions~SR50.065, Fig. 4~a!!.

The pump has a230 deg inlet angle. At the speed ratio 0.6, the
relative flow yaw angle at the pump inlet is215 deg near the
shell, and267 deg near the core~Fig. 4~d!!. This implies that the
pump inlet has a 52 deg incidence change from shell to core;
15–37 deg. It is clear that the axial velocity deficit is one of the
major reasons for such a large variation in the pump incidence.
The presence of strong secondary flow at the stator exit and the
presence of convex curvature~core! and the concave curvature
~shell! are possible causes for such inlet conditions. The automo-
tive torque converters use the sheet metal as the pump blade, and
these are sensitive to the inlet flow angle. Even a small incidence
will cause flow separation near the leading edge, resulting in large
inlet flow losses. Therefore, the secondary flow and the radial
mass transport in the stator passage, as well as the flow separation
inside the stator passage, have an adverse effect on the pump inlet
condition, leading to large inlet flow losses.

Flow Field at the Pump Mid-Chord. At the speed ratio 0.6,
the static pressure contours at the pump mid-chord location~Fig.
5~a!! show that the pressure has the highest value in the shell-
pressure surface corner, and the pressure gradient is from the
shell-pressure corner to the core-suction surface corner. This is
because the shell has a larger radius than the core, and the pres-
sure increases from the core to the shell. The pump torus curva-
ture also causes the pressure gradient in the same direction. The
tangential pressure gradient is from the pressure side to the suc-
tion side, which has about the same magnitude as the radial pres-
sure gradient because the contours are inclined at about 45 deg.

The relative total velocity vectors are shown in Fig. 6~a!. The
jet-wake flow structure is not very strong. The velocity is low at
the core-suction corner and high near the shell and at the center of
the passage. The through flow velocity contours~Fig. 7~a!! show

Fig. 3 Spectrums of the rotating five-hole probe signal at cen-
ter of passage „SRÄ0.6…. „a… Pump mid-chord; „b… pump 3 Õ4-
chord; „c… pump 4 Õ4-chord.
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the mass flow deficit in two regions; the core-suction corner and
the shell-pressure corner. The low through flow velocity at the
core-suction corner is due to the tendency for flow separation in
the wake flow region. The mass flow deficit at the shell-pressure
corner is caused by the secondary flow, which will be discussed
later.

At the speed ratio 0.6, a strong clockwise~looking from down-
stream to upstream! secondary flow is found at the pump mid-
chord location~Fig. 8~a!!. The flow is highly underturned in the
upper half of the passage, since the relative tangential velocity is
from the suction side to the pressure side. A large radial inward
velocity ~shell to core! is observed near the pressure side. It
should be noted that the secondary flow velocity near the shell-
pressure side is about the same order of magnitude as the through
flow velocity ~Fig. 7~a!!. The relative flow angle is about 40 deg
to 50 deg in this area.

The detailed secondary flow analysis for general radial turbo-
machinery is given by Lakshminarayana@8#

S vs

rWD
1

2

5E
1

2 2vn

rWR8
ds2E

1

2 2~VW 3vW !•sW

rW2 ds (9)

wherevs is the streamwise vorticity,vn is the normal vorticity,W
is the relative velocity, andV is the rotor speed.R8 is the radius

of curvature of the flow path. For a centrifugal/radial turboma-
chinery, three sources of secondary flow can be recognized from
the above equation. The first source of secondary flow is the me-
ridional curvature in the presence ofvn . The second source is the
blade chamber, again in presence ofvn . The third source is
caused by the direct effect of rotation~last term in the equation!.

According to this theory, several reasons could be attributed to
this strong clockwise secondary flow at the torque converter pump
mid-chord. These reasons are:~1! the direct effect of rotation
through meridional curvature induces secondary flow as shown in
Fig. 8~a! @8#. ~2! In the first half of the pump passage~from the
inlet to the mid-chord!, the effect of rotation transports blade
boundary layer flow towards the core due to a higher radius at the
core. It is believed that these are two main causes of the secondary
flow. ~3! The meridional curvature of the blade passage is another
reason for the secondary flow. From the stator exit, where the flow
is in the axial direction, to the pump mid-chord, where the flow is
nearly in the radial direction, the pump blade passage has a 100
deg turning in meridional plane. The radial inward flow~shell to
core! along the pressure side is partly caused by this flow turning.
~4! The pump inlet incidence also causes the secondary flow. As
mentioned earlier, the pump inlet has a 20 deg incidence near the
shell and237 deg near the core. An inlet flow separation prob-

Fig. 4 Radial distribution of mass averaged pump flow parameters „in pump rotating frame …. „a… Static pressure; „b… Relative total
velocity; „c… Through flow velocity; „d… Relative flow yaw angle in degrees.
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ably exists on the core suction side of the pump blade. The fluid is
forced to move to the pressure side by the blockage effect of the
flow separation. Likewise, due to a high negative incidence near
the pump inlet on the shell side, an inlet flow separation probably
exists on the shell pressure side of the blade. The fluid is trans-
ported to the core along the pressure side by the blockage of the
flow separation. Hence, two major sources of secondary flow are
the rotation and flow separation near the leading edge of the
pump.

It is noticed that a large radial redistribution of mass, momen-
tum and energy occurs inside the pump passage as the flow
progresses from the inlet to the mid-chord. The radial redistribu-
tion of averaged through flow velocity shows that only a small
velocity deficit exists near the shell at the mid-chord location~Fig.
4~c!!. However, a large through flow deficit is found near the core
at the inlet~Fig. 4~c!!. It is believed that the secondary flow~Fig.

8~a!! causes this migration of shell flow towards core. This ac-
counts for the large radial inward flow observed on the pressure
side of the passage. The blockage effect of the inlet flow separa-
tion near the shell-pressure side is another reason for this mass
flow redistribution. The radial distribution of averaged relative
total velocity shows the same trend as the through flow velocity
~Fig. 4~b!!. Similarly, the flow angle has become nearly uniform
~Fig. 4~d!! at this location. This seems to indicate that the second-
ary flow, even though increases losses, has a beneficial effect in
reducing large variations in flow properties in the spanwise direc-
tion through intense mixing.

The absolute total pressure contours at the pump mid-chord
location are shown in Fig. 9~a!. It is clear that the flow near the
shell has a higher pressure rise because of the higher rotating
speed and larger radial pressure gradient. The lowest absolute
total pressure is found in the core-suction corner region. This is
partly because of the lowest static pressure and partly because of
the highest flow losses in this corner. The relative total pressure
loss parameter contours are shown in Fig. 10~a!. The jet-wake
flow structure can be easily seen in this figure. The difference in
the loss parameter between the inlet and mid-chord represents the
flow losses in the first half of the pump passage. It is noticed that
the flow losses are low near the pressure side and high near the
suction side. The maximum loss is near the core-suction corner.
The core-suction wake flow has a larger loss due to the flow
separation. The possible inlet flow separation on the core suction

Fig. 5 Static pressure contours of the pump passage flow at
speed ratio 0.6. „a… Pump mid-chord; „b… pump 3 Õ4-chord; „c…
pump 4 Õ4-chord.

Fig. 6 Total velocity vectors of the pump passage flow at
speed ratio 0.6. „a… Pump mid-chord; „b… pump 3 Õ4-chord; „c…
pump 4 Õ4-chord.
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side of the pump blade is another reason for the high losses in the
core-suction corner. The secondary flow vectors show that the
cross section velocity~tangential and radial velocity! is very low
in the core-suction corner.

At the speed ratio 0.6, the radial distribution of the mass-
averaged static pressure is nearly linear, with the highest value
occurring near the shell and the lowest value near the core~Fig.
4~a!!. The absolute total pressure has a similar trend~Fig. 11!. It is
important to note that at the speed ratio 0.6, the first half of the
pump passage has the most~76 percent! total pressure rise of the
pump. The radial distributions of the relative total pressure loss
parameter are shown in Fig. 12. Only a small amount of flow loss
~27 percent! occurs in the first half of the pump passage.

In summary, the flow field in the first half of the passage~inlet
to mid-chord! has complex flow characteristics. The secondary
flow and associated mixing reduces large variations in flow prop-

erties observed at inlet. The static pressure gradient~shell-to-core!
is reversed from inlet to mid-chord. Highest static and stagnation
pressure rise~Figs. 4~a! and 11, respectively! occurs from the inlet
to the mid-chord. Furthermore, the largest losses occur near the
shell region~Fig. 12!. Part of these losses can be attributed to the
migration of low energy fluid from the core toward the shell due
to the secondary flow. Most of the flow turning from mid-span to
core region occurs from inlet to mid-chord~Fig. 4~d!!.

Flow Field at the Pump 3Õ4-Chord. At the speed ratio 0.6,
the static pressure distribution at pump 3/4-chord location~Fig.
5~b!! has the same trend as that at the pump mid-chord location
~Fig. 5~a!!. The pressure near the shell is higher than the pressure
near the core. Unlike the pump mid-chord, the radial pressure
gradient is larger than the tangential pressure gradient. Since the
pump 3/4-chord location has a 49.5 deg angle with the pump shaft

Fig. 7 Through flow velocity contours of the pump passage
flow at speed ratio 0.6. „a… Pump mid-chord; „b… pump 3 Õ4-
chord; „c… pump 4 Õ4-chord.

Fig. 8 Secondary flow vectors of the pump passage flow at
speed ratio 0.6. „a… Pump mid-chord; „b… pump 3 Õ4-chord; „c…
pump 4 Õ4-chord.
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~Fig. 1!, the centrifugal force at this location is larger than that in
the pump mid-chord. Furthermore, most of the static pressure rise
due to flow turning occurs before this chordwise location. The
passage-average static pressure~Fig. 4~a!! shows that the shell
region has higher static pressure rise and the spanwise gradient
has increased from mid-chord to this location. As mentioned ear-
lier, this is due to the centrifugal force.

The jet-wake flow structure is also present at the pump 3/4-
chord ~Figs. 6~b! and 7~b!!, which is enhanced by the upstream
secondary flow. No flow separation is found on the suction side
~Fig. 7~b!!. The size and the location of the wake region can be
clearly seen from the through flow velocity contours~Fig. 7~b!!
and relative total pressure loss parameter contours~Fig. 10~b!!.

The most important feature of the flow field at the pump 3/4-
chord is the mass flow concentration on the pressure side of the
passage~Fig. 7~b!!. The through flow velocity near the suction

side is only about 60 percent of that near the pressure side. The
relative total velocity vectors also show the same feature~Fig.
6~b!!; the velocity is high near the pressure side and core-pressure
corner and low near the suction side. The strong secondary flow
observed at the pump mid-chord is the direct reason for this flow
feature. The fluid is transported from the suction side to the pres-
sure side and from the shell-pressure corner to core-pressure cor-
ner by the strong secondary flow~Fig. 8~a!!.

The secondary flow at the pump 3/4-chord is still in the clock-
wise direction~Fig. 8~b!!. The flow is highly underturned in most
of the passage area, from the suction side to the pressure side. The
radial inward flow is still found near the pressure side. Moreover,
a weak radial inward flow is observed near the suction side and a
radial outward flow is observed in the middle of the passage. The
reasons for this secondary flow were explained earlier. The pump
3/4-chord plane has a 49.5 deg angle with the pump shaft~Fig. 1!.
The magnitude of the tangential component of the Coriolis force

Fig. 9 Absolute total pressure contours of the pump passage
flow at speed ratio 0.6. „a… Pump mid-chord; „b… pump 3 Õ4-
chord; „c… pump 4 Õ4-chord.

Fig. 10 Pressure loss parameter „P1… contours of the pump
passage flow at speed ratio 0.6. „a… Pump mid-chord; „b… pump
3Õ4-chord; „c… Pump 4 Õ4-chord.
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is smaller than that at the pump mid-chord because of the smaller
absolute radial velocity component. The influence of the Coriolis
force has less dominant influence on the secondary flow at the
pump 3/4-chord than that at the pump mid-chord.

The absolute stagnation pressure shown in Fig. 9 indicates that
the pressure rise is highest in the shell region and lowest in the
core-suction corner. The spanwise distribution of average stagna-
tion pressure rise is nearly linear in the spanwise direction~Fig.
11!.

The relative total pressure loss parameter contours show that
the flow losses are concentrated near the passage suction side
~Fig. 10~b!!. The contours are approximately in the radial direc-
tion. The value of the loss parameter in the ‘‘wake’’ flow is much
lower than that in the ‘‘jet’’ flow. The flow near the pressure side
is more efficient. The relative total pressure loss parameter
reaches the highest value near the core-pressure corner, indicating
lowest losses. Compared with the loss parameter contours at the
pump mid-chord~Fig. 10~a!!, it is found that the high value region
has been transported from the shell-pressure corner to the core-
pressure corner due to the radial transport of the secondary flow.
The high loss region near the suction-core corner has increased
substantially from the mid-chord to the 3/4-chord.

In summary, the flow redistribution from mid-chord to 3/4-
chord is again due to strong secondary flow. The average through
flow and total velocities are higher near the core than the shell,
and the flow turning from the mid-chord to the 3/4-chord is much
smaller than that which occurs between the leading edge and mid-
chord. In spite of this, an appreciable static and stagnation pres-
sure rise occurs between these two locations~Figs. 4~a! and 11!,

and this is caused by centrifugal forces and not flow turning. But,
substantial pressure losses are observed near the shell region. This
is again due to transport of mass, momentum, and energy by the
secondary flow.

Flow Field at the Pump 4Õ4-Chord. At the speed ratio 0.6,
the static pressure contours~Fig. 5~c!! and the mass-averaged
static pressure distribution~Fig. 4~a!! at the pump 4/4-chord show
that the static pressure gradient in the tangential direction is neg-
ligible and the radial gradient is substantial. The measurement
plane at the pump 4/4-chord is a radial plane, perpendicular to the
axis of the pump shaft~Fig. 1!. The flow is dominated by radial
pressure gradient, mainly caused by the centrifugal force. The
static pressure rise from 3/4-chord to 4/4-chord is very small com-
pared to other locations. Furthermore, the static pressure rise in
the first half of the flow path is nearly double the static pressure
rise from the mid-chord to the trailing edge.

The relative total velocity vectors~Fig. 6~c!! show that the flow
field at the pump 4/4-chord still exhibits the jet-wake flow struc-
ture. The size and location of the wake flow can be clearly seen
from the axial velocity contours~Fig. 7~c!! and the relative pres-
sure loss parameter contours~Fig. 10~c!!, but is not as strong as
those observed at 3/4-chord. The jet-wake flow structure domi-
nates the flow field in the second half of pump passage. It is
enhanced by the strong secondary flow in the pump passage.

It is important to note that the secondary flow changes the di-
rection of the rotation~Fig. 8~b! and 8~c!!. A counter-clockwise
secondary flow is observed at the pump 4/4-chord. The flow is
radial inward on the suction side and radial outward on the pres-
sure side. This is much clearer in the data acquired with a station-
ary probe at the pump exit@4#. The causes of this secondary flow
were explained earlier.

Lakshminarayana@8# provided an analysis of the relative order
of magnitude of the meridional curvature effect and the rotation
effect in the generation of secondary flow. The ratio of the last
two terms in Eq.~9! can be written approximately asW/R8V,
where R8 is the principal radius of curvature of the relative
streamline. IfW is approximated asVr , this ratio is equal to
r /R8. Hence, secondary flow due to meridional curvature domi-
nates if the (r /R8) is large, the rotation dominates the secondary
flow development if this ratio is small. For the torque converter
pump, the passage curvatureR8 is about the same from the inlet to
the exit. In the first half of the passage~inlet to mid-chord!, r is
small and the ratior /R8 is small. The pump rotation has a domi-
nant effect in the generation of secondary flow. In the second half
of the passage~mid-chord to exit!, r is large and the ratior /R8 is
large. The passage meridional curvature probably has a larger
effect than the rotation; hence, the secondary flow reverses direc-
tion.

As the flow path changes from the radial~at the mid-chord! to
the axial direction~at the 4/4-chord!, the Coriolis force changes
direction from the tangential direction to the radial direction.
However, since the pump exit blade angle is only 10 deg, the
relative tangential velocity component is very small. The magni-
tude of the Coriolis force is also small at or near the exit, and is
much less than that at the pump mid-chord and 3/4-chord. Hence,
the Coriolis force is not the cause of the secondary flow at the
pump 4/4-chord.

As the pump blade has only a 12.7 deg turning angle from the
3/4-chord to the 4/4-chord, hence the turning would not cause a
dramatic change in the secondary flow. The secondary flow
caused by the blade turning should result in overturning near the
two end-walls. Only a small overturning is found near the shell.
Hence, the pump blade turning angle between 3/4-chord and 4/4-
chord is not a contributor to the secondary flow. At the pump
4/4-chord, the relative rotation eddy is in the clockwise direction.
However, the secondary flow is in the counter-clockwise direc-
tion. This means the relative eddy is not the cause of this second-
ary flow.

Fig. 11 Radial distribution of mass averaged absolute total
pressure of the pump flow

Fig. 12 Radial distribution of mass averaged relative total
pressure loss parameter of the pump flow
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It is clear that the secondary flow pattern in the first half of the
pump passage depends mainly on the pump inlet flow condition
and rotation effect. In the second half, the secondary flow is
mainly affected by the rotation effect and the torus curvature ef-
fect. It is very difficult to show such complex three-dimensional
secondary flow pattern in one illustration. However, the velocity
vectors at three cross sections~Fig. 8! do show the main features.

The relative total pressure loss parameter contours at the pump
4/4-chord are shown in Fig. 10~c!. The flow loss contour is con-
sistent with the presence of the jet-wake flow. It is noted that the
loss in the wake region has been transported from the blade suc-
tion side at the 3/4-chord to the core at the 4/4-chord. This is
caused by the radial inward secondary flow along the suction side.
When comparing the radial distribution of the mass-averaged flow
loss parameter at different pump sections~Fig. 12!, it is clear that
higher losses are found near the core from the mid-chord to the
4/4-chord. It is believed that the core-suction wake flow is the
main reason for this loss.

The radial distribution of the mass-averaged static pressure
shows that the pump 4/4-chord has the largest radial pressure
gradient in all pump measurement sections~Fig. 4~a!!. This is
mainly because the 4/4-chord is a radial plane and it has the larg-
est radius, the centrifugal force has the highest value. The radial
distribution of the mass-averaged relative flow yaw angle is nearly
linear. This means that the deviation angle, which is exit blade
angle ~10 deg! minus the relative flow angle, also has a linear
distribution of 4.5 deg at the shell and 12.2 deg at the core~Fig.
4~d!!.

Effect of Speed Ratio. At the speed ratio 0.8, the flow field
inside the pump passage is very similar to that at the speed ratio
0.6, because of the similar pump inlet~stator exit! flow structure
@4#. The jet-wake flow structure dominates the pump passage
flow. The secondary flow is even stronger, it also changes the
direction of the rotation from 3/4-chord to 4/4-chord. The radial
distributions of the absolute total pressure~Fig. 11! and the rela-
tive total pressure loss parameter~Fig. 12! are also very similar to
those of the speed ratio 0.6. The first half of the passage has the
most of the total pressure rise~73 percent!, and the second half of
the passage has the most of the flow losses~70 percent!. However,
the axial velocity deficit near the core is reduced~Fig. 4~b!!. Un-
like the speed ratio 0.6, the pump inlet flow has a positive inci-
dence. The relative flow yaw angles are 39 deg at the shell and 63
deg at the core~Fig. 4~d!!. The jet-wake flow structure inside the
pump passage becomes stronger@7# due to the enlarged inlet flow
separation on the blade suction side.

At the speed ratio 0.065, the first half of the pump passage has
a considerable deviation as compared to that at the speed ratio 0.6
because of the dramatic change of pump inlet~stator exit! flow
condition~Fig. 4!. It has a241.6 deg incidence angle~flow com-
ing towards the suction side!. The inlet flow separation switches
to the pressure side of the blade. At the pump mid-chord, a very
low through flow velocity is observed near the pressure side@7#.
The jet-wake flow structure is much weaker at the speed ratio
0.065. The secondary flow is still very strong, and the radial and
tangential transport of mass flow is also very strong~Fig. 4~c!!.
Most of the total pressure rise~95 percent! is accomplished in the
first half of the pump passage.

The mass-averaged and area-averaged total pressure loss of
each element is shown in Fig. 13. These losses are based on the
stationary probe data at the exit. At the peak efficiency condition,
the stator flow has the highest total pressure loss. This is believed
mainly due to the positive incidence at the stator inlet. An im-
proved design of the stator flow will improve the peak efficiency
of the torque converter. At the design condition and other low-
speed ratio conditions, the turbine flow has the highest total pres-
sure loss. Thus, an improvement in turbine flow field would lead
to increased torque converter efficiency. Hence, major improve-

ments in performance can be gained through proper matching of
pump-turbine and stator, and by redesigning the turbine and stator
to reduce losses.

Conclusions
The following conclusions are drawn from this investigation:

1 A rotating high-frequency response five-hole probe system
has been successfully designed, fabricated, and used in the present
research. The electronic noise of this system is small. The accu-
racy of the flow measurement is about the same as that in the
stationary frame.

2 The most significant feature of the pump inlet flow is the
axial velocity deficit near the core, caused by the secondary flow
and the axial velocity deficit at the stator exit. At the speed ratio
0.6, the pump inlet has a 52 deg incidence angle variation along
the blade span.

3 A strong secondary flow is found to dominate the flow struc-
ture at the pump mid-chord. The Coriolis force and the direct
effect of rotation are the main causes for the secondary flow. A
large radial transport of mass flow is observed in the first half of
the pump passage due to the secondary flow.

4 The flow field at the pump 3/4-chord location is dominated
by the mass flow concentration on the pressure side. The jet-wake
flow pattern is enhanced by the upstream secondary flow. Relative
high flow losses are found in the core-suction corner between the
pump mid-chord and 3/4-chord.

5 The flow field measured at the pump 4/4-chord location us-
ing the rotating probe is similar to that measured at the pump exit
downstream location using the stationary high-frequency response
five-hole probe. The mass flow concentration on the pressure side
of the passage still dominates the flow field because of the up-
stream secondary flow. Low kinetic energy fluid is found in the
core-suction corner.

6 The secondary flow changes the direction of circulation from
the pump 3/4-chord to the pump 4/4-chord, mainly caused by the
torus meridional curvature and the flow concentration near the
pressure side.

7 The first half of the passage has the most total and static
pressure rise and the second half~mid-chord to exit! has the most
losses.
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Nomenclature

D 5 diameter of torque converter~245 mm!
f p,s 5 pump shaft frequency (np/60)
f t,s 5 turbine shaft frequency (nt/60)

f pump 5 pump blade passing frequency (Np3 f p)
f stator 5 stator blade passing frequency
f turb 5 turbine blade passing frequency (Nt3 f t)

h 5 probe radial height, mm
H 5 blade height, mm

h/H 5 relative radial location
i 5 incidence angle

np 5 pump rotating speed, rpm
nt 5 turbine rotating speed, rpm

Np 5 number of pump blade~32 in this paper!
Nt 5 number of turbine blade~36 in this paper!
P 5 static pressure

P0 ,(P0)a 5 absolute stagnation pressure
Pop ,(P0)p 5 relative stagnation pressure in rotating frame

P1 5 relative total pressure loss parameter~Eq. ~7!!
P.S. 5 pressure side of the passage
SR 5 speed ratio,nt /np

S.S. 5 suction side of the passage
U 5 pump blade tip rotating speed
V 5 absolute velocity

Wm 5 relative normal velocity~through flow velocity,
Fig. 1~b!

Wn 5 relative bi-normal velocity~Fig. 1~b!!
W0 5 relative total velocity
Ws 5 secondary flow velocity in relative frame~Eq. ~3!!

Wu 5 relative tangential velocity
ap 5 relative flow pitch angle~core-to-shell direction!

in pump rotating frame
bp 5 relative flow yaw angle~blade-to-blade direction!

in pump rotating frame
d 5 deviation angle
r 5 oil density, kg/m3

Subscripts

r ,u,z 5 components in the radial, tangential and axial lo-
cations~Fig. 1~b!!

ref 5 reference velocity~Eq. ~1!!
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A Piezoelectric Valve-Less
Pump-Dynamic Model
A complete dynamic model for the simulation of the valve-less piezoelectric pump perfor-
mance is presented. In this model the piezoelectric action is considered as a periodic
force acting on a pumping membrane. The natural frequency of the pump is calculated as
well as its performance as a function of the driving frequency. The effect of the deviation
of the driving frequency from the natural frequency on the pump performances is clearly
shown. Also, it is demonstrated that the effect of the liquid mass in the pump nozzles on
the natural frequency of the system is very high owing to the high acceleration of the fluid
in the nozzles. Comparison with experiments shows a very good agreement with a mini-
mal number of adjusting parameters.@DOI: 10.1115/1.1343459#

Keywords: Valve-Less Pump, Piezoelectric

1 Introduction
A piezoelectric valve-less pump is an attractive device to be

used as a micro pump for law flow rates. The pump converts the
reciprocating motion of a diaphragm activated by a piezoelectric
disk to a pumping action similarly to the conventional piston re-
ciprocating pumps~Shuchi and Esashi@1#!. The conventional
valves that direct the flow from low pressure to high pressure are
replaced here with nozzle/diffuser elements that have a preferen-
tial flow direction. That is, the resistance to flow is higher in one
direction than in the other direction. Thus, a pump can be con-
structed utilizing these nozzles instead of conventional valves
thereby eliminating moving parts that are not easy to construct,
especially for very small pump assembly. Several papers were
published recently on the design and fabrication of such micro-
pumps by various etching technologies~Gerlach et al.@2#, Olsson
et al. @3#, Heschell et al.@4# and Olsson et al.@5#!.

A simple analytic model to predict the maximum flow~at zero
pump pressure! and the maximum pump pressure~at zero pump
flow! was presented by Stemme and co-workers~Stemme and
Stemme@6#, Olsson et al.@7#!. The model is based on the conti-
nuity consideration and requires an input of the pumping mem-
brane displacement volume and frequency. The analysis using the
continuity equation was extended~Ullmann @8#! to predict the
temporal pressure and output flow rate during a single cycle of
pumping and the overall~integrated! pressure behavior~e.g., flow
rate versus pressure! of the pump. However, the performance,
which is based on the kinematic knowledge of the displacement,
is limited in its realistic simulation since it lacks the ability to
follow the true dynamic behavior of the pump and its response as
a function of the piezoelectric driving frequency. A lumped mass
model was recently presented by Olsson et al.@9#, which is based
on subdivision of the complete pump into lumped mass elements
with simple analytic relations between them. The resonance fre-
quency of the pump is estimated via a spring—mass analogy and
a simulation of the pump performance was presented.

In this work, a dynamic model is presented, which is simpler
and different in many details than that of Olsson et al.@9#. New
experimental data for the pump behavior with frequency and the
pump performance is included.

Although valve-less pump is usually associated with the piezo-
electric way of activating reciprocal motion, obviously the analy-

sis here is not restricted only to the piezoelectric pump and it is
valid for any type of reciprocal motion applied to the valve-less
pump assembly.

2 Pump Model

2.1 The Natural Frequency of the Piezoelectric Pump. A
schematic configuration of a single chamber piezoelectric pump is
shown in Fig. 1. The performance of the pump is based on the
unique quality of the ‘‘diffuser nozzles’’ to have lower resistance
for flow from left to right ~in the figure! than from right to left.
Consequently, a reciprocating piezoelectric disc motion results in
a net flow from left to right and can be used to pump fluid from a
lower inlet pressurePin to a higher outlet pressurePout .

The piezoelectric pump works best near the natural frequency
of the pump~Stemme and Stemme@6#!. This natural frequency is
greatly affected by the liquid in the pump, in the nozzles and in
the leading inlet and outlet pipes and it is much lower than the
natural frequency of the disk/piezoelectric device assembly with-
out the liquid.

For the purpose of calculating the natural frequency we use a
mass spring analogy to represent the system~similarly to Olsson
et al. @7#!. The spring is presented by the elastic properties of the
diaphragm and the piezoelectric element and the mass by the dia-
phragm mass and the effective mass of the fluid in the pumping
chamber, the nozzles and the inlet and outlet tubes. The piezoelec-
tric pump chamber is considered as a cylinder that containsmL
mass of liquid~see Fig. 2!. The two nozzles are represented by
two short pipes with a constant diameter, which is the average of
the nozzles’ variable diameter. Each nozzle contains a mass of
liquid mN . The leading inlet and outlet pipes containmP1 and
mP2 masses of liquid. The piezoelectric membrane device, com-

Contributed by the Fluids Engineering Division for publication in the JOURNAL
OF FLUIDS ENGINEERING. Manuscript received by the Fluids Engineering Division
December 30, 1999; revised manuscript received November 1, 2000. Associate Edi-
tor: J. Katz. Fig. 1 Schematic valve-less pump structure
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posed of a stainless-steel disk or any other metal substrate, on
which the piezoelectric device is glued, is considered as a
clamped or a supported disk~two options!. The driving voltage on
the piezoelectric device is assumed to be converted into force
acting on the center of the disk. It will cause a deflection of the
disk as follows~Timoshenko@10#!:

For a clamped disk the deflection is

x5
Fr 2

8pD
ln

r

R
1

F

16pD
~R22r 2! (1a)

wherex is the local deflection,R the disk radius,D the flexural
rigidity, r is the local radius andF is the central force applied at
the center of the disk. For a supported disk:

x5
Fr 2

8pD
ln

r

R
1

F

16pD

31n

11n
~R22r 2! (1b)

where

D5
ELD

3

12~12n2!
(2)

E is the Young modulus of elasticity,n is the Poisson’s ratio, and
LD is the disk thickens. Substituting forn50.3 yields, for the
central disk deflectionX,

X5
0.217R2

ELD
3 F (3a)

for a clamped disk, or

X5
0.55R2

ELD
3 F (3b)

for a supported disk.
Equation~3! shows that the disk acts as an elastic spring with

spring coefficientk

F52kX (4)

where

k5
ELD

3

0.217R2 (5a)

for a clamed disk and

k5
ELD

3

0.55R2 (5b)

for a supported disk.
The potential energy of the disk is therefore

EP5
1
2kX2 (6)

The Kinetic energy of the Piezoelectric disk and the liquid is
~see Fig. 2!:

EK5
1

2
KDmDẊ21

1

2
mLFKVAD

AL
ẊG2

123
1

2
mNFKVAD

2AN
ẊG2

1
1

2
mP1FKVAD

2AP1
ẊG2

1
1

2
mP2FKVAD

2AP2
ẊG2

(7)

Equation~7! shows that the kinetic energy can be expressed in
the form:

Ek5
1
2MẊ2 (8)

whereM is the equivalent mass

M5KDmD1mLS ADKV

AL
D 2

12mNS ADKV

2AN
D 2

1mP1S ADKV

2AP1
D 2

1mP2S ADKV

2AP2
D 2

(9)

In Eqs.~6! and~7! the liquid displacement and velocity is given
in terms of the maximum deflectionX and Ẋ. Due to continuity
considerations, the velocities in the nozzles and the leading pipes
~see Fig. 2! are determined by the ratio of the areas of the nozzles,
AN , ~or pipes,AP! and the area of the disk,AD . However, an
additional correction should be made sinceX is the maximum
central deflection, the volumetric displacement is less thanAD
3X. This is done by the correction coefficientKV , thus, the volu-
metric rate displacement isV̇5AD3Ẋ3KV where

KV5
*0

Rx2prdr

XpR2 (10)

Using Eq.~1! we obtain

KV52E
0

1

@2y2Ln~y!1~12y2!#ydy

54@0.25y220.1875y410.25y4Ln~y!#0
150.25 (11a)

for a clamped disk and

KV52E
0

1F 2

2.53846
y2Ln~y!1~12y2!Gydy50.4 (11b)

for a supported disk wherey5r /R.
A similar correction is required for the term of the disk’s ki-

netic energy in Eq.~7!. The kinetic energy of the disk is the sum
~integral! of its local kinetic energy. Thus, the kinetic energy of
the disk with reference to the central deflection velocity is ex-
pressed by Eq.~12!.

EK,D5
1

2 E ẋ2dm5
1

2
KDmDẊ2 (12)

This equation defines the coefficientKD , which is a correction
factor for the mass of the disk~that contains the piezoelectric
device!.

Using Eqs.~1a! and ~1b! yields, for the clamped disk:

KD52E
0

1

@2y2Ln~y!1~12y2!#2ydy50.13 (13a)

and for the supported disk:

KD52E
0

1F 2

2.53846
y2Ln~y!1~12y2!G2

ydy50.235

(13b)

As for a spring-mass system the sum of the kinetic energy and
the potential energy is constant, equal to the maximum potential
energy when the central deflectionX is maximal. Thus,

Fig. 2 The valve-less pump, schematic description for the cal-
culation of the natural frequency
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1
2 MẊ21

1
2 kX25

1
2 kXmax

2 (14)

that yields the following differential equation:

Ẋ1A k

M
AXmax

2 2X250 (15)

Solution of this equation yields:

X5XmaxcosSA k

M
t D (16)

Thus, the natural frequency of the system is:

f 05

A k

M

2p
(17)

2.2 Dynamic Pump Performance. The general dynamic
pump performance can be calculated from a complete differential
equation that includes the piezoelectric force and the pressure
forces on both sides of the disk. The piezoelectric device is as-
sumed to produce a sinusoidal force of amplitudeFamp on the
clamped/supported disk center, thus,

M
d2X

dt2
5Fampsin~vt !2kX2~P2Patm!ADKP (18)

The constantKP is a correction factor that converts the continu-
ous pressure force (P2Patm) to a central force, thus

KP5
Xcontinuous

Xcentral
(19)

For a clamped disk and a central force,X is given by Eq.~3a!.
For a continuous force,X is given by~Timoshenko@10#!,

X5
0.171PR4

ELD
3 (20a)

that yieldsKP'0.25.
For a supported disk and a central force,X is given by Eq.~3b!.

For a continuous force,X is

X5
0.696PR4

ELD
3 (20b)

which yieldsKP'0.40. Note thatKP is equal toKV . This can be
easily verified by comparing the work done by a uniform force
with the work of a central force.

The pressure loss in the nozzle is conventionally expressed in
terms of a loss coefficientK as ~Stemme and Stemme@6#!,

DP5
1
2 KrLU2 (21)

whereU is the velocity at the throat of the nozzle. This can be
written in the form:

Q5CADP (22)

whereQ is the flow rate, equals toU3Amin and C, the conduc-
tivity coefficient is:

C5
Amin

A 1
2 KrL

(23)

Amin is the minimum nozzle cross sectional area~the throat
area!. The loss coefficientK is low for the flow from left to right
and high from right to left~see Fig. 1!. C is just the opposite.
Based on the above relations, the pressure in the pump’s chamber,
P, can be expressed as a function of the conductivity coefficients,
the central disk deflection, and the inlet and outlet pressures.

For PÌPoutÌPin

Q152CLAP2Pin (24)
Q25CHAP2Pout

Mass balance requires that:

Q22Q15V̇ (25)

whereV̇5ẊADKV .
SubstitutingQ1 andQ2 into ~25! yields:

CHAP2Pout1CLAP2Pin5V̇ (26)

Equation~26! is solved forP to yield

P5Pout1FCHV̇2CLA~CH
2 2CL

2!DP1V̇2

~CH
2 2CL

2!
G 2

(27)

whereDP5Pout2Pin .
The range of P.Pout.Pin takes place when V̇

.CLAPout2Pin ~Eq. 26!
For PËPinËPout

Q15CHAPin2P
(28)

Q252CLAPout2P

Substituting into Eq.~25! the solution forP is:

P5Pout2FCLV̇1CHA~CH
2 2CL

2!DP1V̇2

~CH
2 2CL

2!
G 2

(29)

This range of P,Pin,Pout takes place when V̇
,2CLAPout2Pin ~Eqs.~25!, ~28!!

For PinËPËPout

Q152CLAP2Pin (30)
Q252CLAPout2P

and the solution forP is:

P5Pout2F2
1

2

V̇

CL
1

1

CL
A1

2
CL

2DP2
1

4
V̇2G2

(31)

The range ofPin,P,Pout takes place when2CLAPout2Pin

,V̇,CLAPout2Pin.
The expression forP is substituted into Eq.~18!, which is in-

tegrated numerically to yield the displacementX and the pressure
P as a function of time. OnceP is obtained, the temporal flow
ratesQ1 andQ2 can be calculated and the average inlet and outlet
flow rates are obtained by the numerical integration ofQ1 or Q2
during one pumping cycle after reaching a periodic ‘‘steady
state’’ at timet

Q̄1,25
1

t Et

t1t

Q1,2dt (32)

wheret is the cycle time. ObviouslyQ̄15Q̄2 .

3 Experimental

3.1 Test Device and Experimental Setup. An experimen-
tal pump was assembled as shown in Fig. 3. The pump has the
following parameters:

The loss coefficientsKH and KL were obtained using simple
steady-state ‘‘static’’ experiments. Namely, allowing flow of wa-
ter by gravity through the valves in one direction and then in the
opposite direction and measuring the hydrostatic head and the
flow rate. The values ofKH andKL are average values. The de-
pendence of the loss coefficient on the Reynolds number was
relatively weak and the use of constant values seems to be a
reasonable engineering approach.
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Two sets of experiments were conducted both for 100 volts
driving voltage. The first is a set where the flow output was re-
corded as a function of the driving frequency for the case of zero
pressure difference (Pout5Pin5Patm). In the second set of experi-
ments, the maximum pressure difference (Pout2Pin) at the limit
of the pumping action was measured. Namely, the pressure differ-
ence at the point where the output flow rate is zero.

3.2 Experimental Results. The results of this experiment
are shown in Figs. 4 and 5. The comparison of the theoretical
model with the experiments is not completely independent and
some of the parameters used in the modeling have to be calibrated
based on the experimental results.

In the model the membrane disk is considered as it is composed
of a single material. In practice, the membrane is composed of the
piezoelectric device attached to a stainless steel disk. A theoretical
way for calculating the effective Young modulus is beyond the
scope of this work. The effective Young modulus in the current
experiments is obtained by recording the natural frequency of an
empty pump. Thus, the first model calibration was done by match-
ing the calculated natural frequency of the disk with the frequency
of an empty pump by adjustment of the Young modulus. The
experimental natural frequency was about 16500 Hz and theYoung modulus that gives this value is E513.031010 Pa. This

value, by the way, is very close to the average of the stainless
steel Modulus and the Young modulus of the piezoelectric ce-
ramic material. Note also that in this work we presented two basic
arrangements of disk attachments to the pump, namely a sup-
ported disk and a clamped disk. Based on the experimental results
we found that the supported disk better fits our experimental data.
Nevertheless, for the sake of generality we do include these two
options in the analysis.

The theoretical natural frequency of the pump with water, using
Eq. ~17! with the aforementioned Young modulus and the param-
eters reported in Table 1, is 550 Hz, which corresponds very
closely to the experimental results. The natural frequency of the
pump with the fluids is much lower than the natural frequency in
free air.

As one can observe from Eq.~9!, the equivalent mass of the
system is comprised of the mass of the membrane, the mass of the
liquid in the chamber~both of which can be neglected!, the mass
of the fluid in the nozzles and the leading pipes multiplied by the
cross sectional area ratio squared. Obviously, the effect of the
mass is to lower the natural frequency. The main contribution to
this is the mass of the liquid in the nozzles that moves with the
highest velocity and acceleration due to the very low cross-
sectional area of the nozzles as also reported by Olsson et al.@7#.

As we do not have a way to translate the driving voltage into a
driving force acting on the membrane we had to obtain this force
by calibrating the model using a single experimental result. This
was done by matching the central force amplitude to obtain about
the same flow rate as the experimental one, at the natural fre-

Fig. 3 Detailed design of the piezoelectric valve

Fig. 4 Flow rate against the driving frequency, comparison
with experiments

Fig. 5 Maximum pressure against the driving frequency, com-
parison with experiments

Table 1 Pump parameters

Disk ~membrane! material 2stainless steel
Disk diameter 210 mm
Disk thickness 20.15 mm
Disk density 27850 kg/m3

Disk Young elastic modulus 219.031010 Pa
Piezoelectric device diameter 28 mm
Piezoelectric device thickness 20.25 mm
Piezoelectric Young modulus 26.631010 Pa
Chamber diameter 210 mm ~equal to disk diameter!
Chamber depth 20.20 mm
Liquid density~water! 21000 kg/m3

Nozzles length 24.2 mm
Nozzles average diameter 20.29 mm
Nozzles minimum diameter 20.15 mm
Diameter of inlet and outlet pipes 21.8 mm
Length of inlet and outlet pipes, about2100 mm
High loss coefficient 2KH50.8
Low loss coefficient 2KL50.4
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quency. The value ofFamp51.4 N was found to be valid for this
case. The theoretical prediction of this force is also beyond the
scope of this work.

With these two adjustments, that are the Young modulus E and
the force amplitudeFamp the theory can now be used. The com-
parison between the experiments and the predicted flow rates and
maximum pressure as a function of the driving frequency is
shown in Figs. 4 and 5. The comparison is excellent for the flow
rate at zero pressure difference and it is satisfactory for the maxi-
mum pressure~zero flow rate!.

Note that, since it was shown before~Olsson et al.@7# and
Ullmann @8#! that the flow rate versus pressure is very close to a
linear line, one can draw the anticipated performance for the dif-
ferent frequencies as shown in Fig. 6. As can be observed, the
maximum pump performance is obtained at the calculated reso-
nance frequency.

Figure 7 shows the calculated variation with time of the central
membrane deflection~Eq. ~18!! for three different driving fre-
quencies, 50, 550, and 2000 Hz. The amplitude is normalized with
respect to the static amplitude (Xsta), that is with respect to the
central displacement subject to a constant force equals toFamp.
The time is normalized with respect to the time period of one
natural cycle. The natural frequency isf 05550, and, as expected
the amplitude is maximal when the driving frequency is identical
to the natural frequency. For the case of 50 Hz one can clearly
observe the super imposed natural frequency of 550 Hz on the 50
Hz driving frequency. For the case of driving frequency of 2000
Hz we can observe an imposed 550 Hz just at the beginning. At
some later time the driving frequency of 2000 Hz is the dominant

one. The amplitude for this case is, however, very low. The initial
condition for all cases is zero for both the deflection and the
velocity. As one can observe, a periodical steady state is achieved
after a short time of the order of a few periods of the natural
frequency.

3.3 Comparison With Previous Experimental Results
Figures 8 and 9 show the comparison of the theoretical model
prediction with the experimental results obtained by Stemme and
Stemme@6# for two models of pumps, models A and B. The pump
dimensions and required input variables were taken from Stemme
and Stemme@6# and Olsson et al.@9#. Two adjustments were
made in this comparison. The first adjustment is of the Young
modulus to obtain the experimental natural frequency of model B
at 310 Hz. The result obtained for the Young modulus is E
511.531010 Pa. The second adjustment is of the force amplitude
so that the flow rate,Q for zero pressure difference is the same as
in the experiments. With these two adjustments the theoretical
model was used to predict the maximum pressure at zero flow rate
and the amplitude of the membrane center. The performance
curve,Q versusDP, as mentioned above, can be approximated as
a straight line connecting the points atDP50 and atQ50. Figure
8 is a comparison of the theory with the results for model B,
where the marks are the experimental results. Obviously, the ex-
perimental data coincide with the theory atDP50. The results at
Q50 matched quite close the experimental data except for the
case ofFamp50.19N. This is probably an anomaly of the experi-
mental results since this case yields a slope that is contrary to the
trends of the other curves. Note also that Olsson et al.@9# ob-
served this anomaly.

Fig. 6 Pump performance, theoretical

Fig. 7 Central amplitude of the piezoelectric membrane

Fig. 8 Pump performance, comparison with experiment,
Stemme and Stemme †6‡ Model B

Fig. 9 Pump performance, comparison with experiment,
Stemme and Stemme †6‡ Model A
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The results for the membrane deflection amplitude are pre-
sented in Table 2. The experimental results are given as a single
number. Our analysis shows a difference for the case ofQ50 and
the case ofDP50. As can be seen, the theoretical results are quite
close to the experiment~much closer than those reported by the
model presented by Olsson et al.@9#!.

Figure 9 is our comparison with the experimental results for
model A pump. Note that since we used for model A the same
value of the Young modulus, the natural frequency is not an ad-
justed value. Thus, the model predicted a natural frequencyf 0
5138 Hz instead of the experimental 110 Hz. The discrepancy is
considered acceptable for our approximate model~note again that
Olsson et al.@9# got 165 Hz in their calculations and used a fre-
quency of 160 Hz in the simulation!. Following the same proce-
dure as before, Fig. 9 yields the performance curves and Table 3
the deflection amplitude. The agreement of the model with the
data is quite good.

4 Summary and Conclusions
In the present work a dynamic model is developed capable of

predicting the performance of the piezoelectric valve-less pump as
a function of the frequency.

It is shown that the natural frequency of the pump with water is
much less than the natural frequency in air. This is primarily due
to the high virtual mass of the liquid in the nozzles that results
from the high acceleration in the nozzle throat.

The piezoelectric element is assumed to act as a central periodic
force on the membrane center. Two options are considered for the
disk ~1! a clamped disk and~2! a supported disk. The supported
disk approximation seems to yield better results when compared
with experimental data.

Two empirical adjustments are used here in the application of
this model~1! The equivalent Young modulus of the membrane
disk assembly and~2! The amplitude of the central cyclic force.
The equivalent Young modulus is obtained by a single test of the
natural frequency of the membrane assembly. The conversion of
the voltage applied to the piezoelectric disk into a central force is
obtained by matching the pump output at one operational point.

An experimental pump was built and tested. Data of flow rate
and maximum pressure were plotted versus frequency. The agree-
ment between the experiment and the theory was quite good. In
addition, comparison with previous work shows good agreement
with the results of the present model.

It is demonstrated that, in spite of the complexity of the physi-
cal behavior of the valve-less pump, the simplified model pre-
sented here, predicts many of the true features of the valve-less
pump behavior and can be employed as a useful design tool.

Nomenclature

A 5 cross sectional area
C 5 conductivity coefficient

D 5 flexural rigidity
E 5 Young modulus

EP 5 potential energy
EK 5 kinetic energy

f 5 frequency
f 0 5 natural frequency
F 5 force
k 5 spring constant
K 5 loss coefficient

KH ,KL 5 high and low loss coefficients
KV 5 volumetric correction factor
KD 5 disk mass correction factor
KP 5 correction factor for the pressure force

L 5 length
m 5 mass
M 5 equivalent mass
P 5 pressure
Q 5 flow rate
r 5 radial coordinate
R 5 disk radius
t 5 time

U 5 velocity at the nozzle throat
V 5 volume
x 5 local deflection
X 5 central deflection
y 5 r/R
V 5 volume
n 5 Poisson’s ratio
r 5 density
v 5 angular frequency
t 5 cycle time

Subscripts and Superscripts

amp 5 amplitude
atm 5 atmosphere

central 5 based on a central load model.
continuous5 based on a continuous load model.

D 5 disk
H 5 high
in 5 at inlet
L 5 liquid, also low
N 5 nozzle

out 5 at outlet
P 5 pipe

sta 5 static
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Some Aspects of the
Aerodynamics of Gurney Flaps
on a Double-Element Wing
Gurney flaps of different heights have been fitted to a generic double-element wing, and
the effects at two typical flap angles have been observed using force and pressure mea-
surements, and by performing flow surveys using Laser Doppler Anemometry. At a low
flap setting angle of 20 deg the suction-surface flow remains attached to the trailing edge
of the flap, and vortex flow features and perturbation velocities are all similar to those
observed when Gurney flaps are fitted to single element wings. At a high flap deflection of
50 deg there is an extensive region of separated flow over the flap, yet the Gurney flap still
alters the flow structure. The measurements suggest that the wake flow behind the Gurney
flap consists of a von Karman vortex street of alternately shed vortices. The effects of the
Gurney flap on the lift, zero-lift drag, and pressure distributions are reported, and the
differences between the trends observed for single-element wings are discussed.
@DOI: 10.1115/1.1334376#

Introduction

By fitting a short strip perpendicular to the pressure-surface
trailing-edge of a wing it is possible to increase both theCL gen-
erated at a given incidence, and the maximumCL , at the expense
of an increase in zero-lift drag. This mechanically simple device is
known as the Gurney flap, and it is used extensively on various
aerodynamic devices, e.g., race car wings. A typical Reynolds
number for race car applications is 1.53106.

The overall effect of Gurney flaps on the lift and drag of single-
and double-element wings has been extensively documented, for
example by Liebeck@1#, Papadakis et al.@2,3#, and Myose et al.
@4#. Recent work by the authors~Jeffrey@5# and Jeffrey et al.@6#!
has investigated the effect of Gurney flaps on single-element air-
foils, using techniques including force and pressure measure-
ments, and flow surveys performed using Laser Doppler An-
emometry~LDA !. The results indicate that fitting a Gurney flap to
a wing introduces a street of alternately shed vortices directly
downstream of the trailing edge. This enhances the suction acting
on the downstream face of the Gurney flap, and hence at the
trailing-edge of the suction surface of the wing. The upstream face
decelerates the flow on the pressure-surface of the airfoil, result-
ing in an increase in pressure at the trailing edge on this surface.
In combination, these two effects introduce a pressure difference
across the trailing edge of the airfoil that induces an increase in
circulation around the wing. The increase in zero-lift drag is
largely caused by the pressure drag acting across the upstream and
downstream faces of the Gurney flap.

In some engineering applications, Gurney flaps can be found on
multi-element wings, usually consisting of a main element and
flaps on which the Gurney flaps are attached. The aim of the
research presented in this paper is therefore to investigate the
effect of Gurney flaps as fitted to a generic double-element high-
lift airfoil, and to compare these effects to those previously re-
ported for single-element wings. The understanding of the aero-
dynamics of the Gurney flaps on a double-element wing is
augmented by a flow physics study using LDA.

Description of Experiments
In this paper, results are presented for a generic wing of finite

span that has the double-element airfoil illustrated in Fig. 1. The
flap was attached to the main element using four brackets: one at
each tip and a pair mounted inboard at 275 mm~37 percent semi-
span! either side of the centerline. Further details of this airfoil
can be found in Jeffrey@5#. Results are presented here for two flap
angles,d f520 degrees, andd f550 degrees. The overlap and gap
were optimized with no Gurney flap fitted, at a flap angle of 50
degrees, to give the maximumCL possible at a main wing inci-
dence ofa50 degree~it was found that the Gurney flap had little
effect on this optimum flap position!.

The reference chord of the model,c, was taken to be 0.32 m
while the span,b, was 1.6 m. This span and reference chord were
used to provide consistency with earlier single-element wing tests
~Jeffrey et al.@6#!. The coordinates plotted in Fig. 1 have been
nondimensionalized using the reference chord, and hence the po-
sitions of the trailing edge of the flap extend beyondx/c51.0.

The model is supported, pressure surface uppermost, by two
vertical supports, located at 57 percent semi-span from the wing
centerline, and by a third strut located on the centerline, down-
stream of the wing. The model had 26 chordwise tappings on the
main element, and 16 on the flap, located 50 mm from the cen-
terline of the wing (h50.0625), and a total of 10 spanwise tap-
pings on each surface at quarter reference chord from the leading
edge.

Full-span Gurney flaps ofh/c50.5 percent, 1 percent, 2 per-
cent, and 4 percent were manufactured. The Gurney flaps were
fitted normal to the local curvature, on the pressure surface of the
flap.

LDA surveys around the flap and the trailing-edge of the main
element were performed using the three-component system in-
stalled in the University of Southampton’s 3.5 m32.5 m wind
tunnel. The spatial resolution of the measurement points was 3
mm in the regions of interest rising to 25 mm in the surrounding
areas. Further details of the tests are provided in Jeffrey@5#. The
freestream turbulence intensity for these experiments was of the
order of 0.3 percent. Force and pressure measurements were ob-
tained with the same model in the University’s 2.1 m31.7 m wind
tunnel, which has a freestream turbulence intensity of the order of
0.2 percent. The blockage produced by the wing was acceptable in
both facilities.

The experiments were performed at a freestream velocity of
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U`530 m/s, which gave Reynolds numbers in the range Rc

50.5520.693106. ~The variation in Reynolds number was
caused by variations in ambient pressure and temperature.! For all
of these tests, transition was not forced on either surface.

All the quoted incidences and setting angles~the latter mea-
sured across the pressure surface of the flap, not including the
Gurney flap! are measured relative to thez/c50.0 axis shown in
Fig. 1. The force results, measured from the overhead balance,
have been corrected to free-air wind-axes coefficients. Incidence
corrections derived from the force measurements have also been
applied to the incidences in the surface pressure tests, but no other
corrections have been made to the measured pressures, nor have
any been made to the LDA results.

Uncertainties in force balance readings, data-acquisition sys-
tem, and incidence settings all contributed to the overall uncer-
tainties in the measurements ofCL andCD . An uncertainty analy-
sis gives typical uncertainties of60.0087 in the lift-coefficient
and60.00078 in the drag coefficient. The surface pressures were
measured using a Scanivalve system by averaging 20 samples
taken over 0.5 s, and a ZOC system averaging 270 samples taken
over 7 s. An uncertainty analysis gives a typical total uncertainty
of 60.0013 inCp . Uncertainties in the measurements of the mean
velocities are60.002 in ū/U` and 60.006 in w̄/U` . The posi-
tional accuracy of the LDA traverse is60.1 mm, while the width
of the measurement volume is typically 0.3 mm. An inclinometer
with a setting accuracy of60.1 deg was used to set the incidence
of the wings.

Results

Forces. Figures 2~a! and 2~b! presentCL versusa curves for
the two different flap angles. The Gurney flaps increaseCL for a
given incidence-with the smaller devices generating dispropor-
tionately large increments inCL but have only a weak effect on
the stalling incidence. These increments inCL reduce as the flap
angle is increased, and are notably lower than those for the two
single-element wings tested earlier in the research program.

Drag polars for the double-element wing at the two flap settings
are presented in Figs. 3~a! and 3~b!. The Gurney flaps increase the
drag coefficient across most of the unstalledCL range.

Surface Pressures. Figures 4~a! and 4~b! present typical
chordwise loadings at an incidence ofa53.0 degrees for a range
of device heights fitted to the flap set atd f520 degrees and 50
degrees, respectively. The most striking feature of these figures is
that the Gurney flaps result in relatively small changes in loading,
which are not as distinct as the larger increases found with single-
element wings.

Fitting a Gurney flap to the flap results in an overall increase in
main-element and flap suctions, with only minor changes in the
overall shape. The increases in suction generated by the Gurney
flaps at the trailing edge of the main element are relatively small,

and although the increments in trailing-edge suction on the flap
are more significant, they are still under half those found for the
single-element wings.

At the lower flap setting, the trailing-edge camber of the main
element generates a large downwash onto the flap, causing the
stagnation point for this element to occur on the suction surface.
On the pressure surface, this results in a sudden deceleration of
the flow just downstream of the flap leading-edge, which, at most
incidences and Gurney flap heights, causes the flow to separate.
The Gurney flaps do increase the loadings on the flap pressure
surface, but these increments are less ordered than found for the
suction surface. This is probably caused by the large extent of
separated flow on the pressure surface of the flap at this setting
angle.

The chordwise distributions ford f550 degrees indicate that
there is a large region of separated flow on the suction surface of
the flap, even when no Gurney flap is fitted. Despite this, the
Gurney flaps continue to generate small increases in the suctions
acting over this surface. The Gurney flaps also increase the load-
ing on the pressure surface of the flap at this angle. When the 4
percent Gurney flap is fitted, the trailing-edge pressure of the flap

Fig. 1 Double-element generic airfoil with 4 percent Gurney
fitted at aÄ0 deg, d fÄ20 and 50 deg

Fig. 2 Forces: CL versus a. „a… d fÄ20 deg, „b… d fÄ50 deg.
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is very close to stagnation across the incidence range. The smaller
device heights also increase the trailing-edge pressure, by an
amount disproportionate to their height.

LDA Measurements. Typical mean-velocity and turbulent
kinetic energy distributions from the LDA surveys are presented
in Figs. 5–8, which are for the two flap setting angles, both ata
525 degrees, with and without a 4 percent Gurney flap fitted.
These LDA measurements were obtained at the same spanwise
station as the surface pressures.

The results have been plotted so that the flap is always in the
same position, so the main element position and the incidences of
the freestream velocity appear different for the two setting angles.
The coordinates have been nondimensionalized such thatx/c
51, z/c50 is at the trailing edge of the flap suction surface. Note
that the perturbation velocities were measured in the tunnel axis
system, and do not represent the components in the rotated axis
system used in Figs. 5 and 7.

The streamline data were produced using the TECPLOT soft-
ware routines.

20 Degree Flap. Velocity vectors and streamlines near the
trailing edge at the lower flap angle for the wing with and without
a 4 percent Gurney flap fitted are given in Fig. 5. The clean wing
results show that there is no flow separation on the flap upper
surface. The same applies to the case with Gurney. The mean
velocity vectors and the streamlines show two distinct counter-
rotating vortices directly downstream of the Gurney flap, and an
off-surface stagnation point where the streamlines bounding the
vortex region meet to form the wake. This pattern and the dimen-
sions of this flowfield are very similar to those found for single-
element wings.

In the turbulent kinetic energy~TKE! distribution ~the normal
stress distributions are similar to each other and are therefore not
shown!, two distinctly high concentrations are observed~Fig. 6!.
The first high TKE concentration follows the trailing edge of the
main element, which is the result of the turbulent boundary layer
on the main wing. Fitting a 4 percent Gurney flap introduces
another, high TKE concentration downstream of the Gurney flap.
This is formed by the flow separating at the trailing edge and
around the Gurney flap edge. The highest value occurs near the
off-surface stagnation point where the streamlines bounding the

Fig. 3 Forces: CD versus CL . „a… d fÄ20 deg, „b… d fÄ50 deg.
Fig. 4 Chordwise pressure at aÄ3 deg. „a… d fÄ20 deg, „b… d f
Ä50 deg.
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vortex region meet to form the turbulent wake flow~see Fig.
5~b!!. The distribution is broadly similar to that for single-element
wings, and is consistent with alternate vortex shedding~Jeffrey
et al.@6#!. Reducing the height of the Gurney flap has a relatively
weak effect on the maximum values of the perturbation velocities.

50 Degree Flap. In Fig. 7, mean velocity vectors and stream-
lines are presented for the flap set atd f550 degrees, with and
without a 4 percent Gurney flap fitted. The mean velocity vectors
reveal a large region of flow reversal over the flap, while the
streamlines show that this separated flow forms two counter-
rotating vortices, with an off-surface stagnation point. The vorti-
ces are formed through separations on the suction surface of the
flap and at the edge of the Gurney flap. A similar pattern is also
evident when no Gurney flap is fitted: the location of the separa-
tion point on the flap surface is relatively unchanged, but the
Gurney flap displaces the off-surface stagnation point, and the
points of zero velocity in the vortices, and increases the extent of
the vortex shed off the pressure surface. The observed vortex flow
pattern offers an insight to the effectiveness of the Gurney even
with the presence of flow separation on the suction surface. The
existence of the single large vortex behind the Gurney flap would
still enhance the suction acting on the downstream face of the
Gurney flap, and hence at the trailing-edge of the suction surface
of the wing.

In the contours of vorticity for thed f550 degree setting~not
shown!, the recirculating flow over the flap results in distinct con-
tours of positive and negative vorticity. Fitting a 4 percent Gurney
flap has a negligible effect on the maximum values, but does
move the concentration of positive contours from the trailing edge
of the flap to the off-surface edge of the Gurney flap.

The turbulent kinetic energy~TKE! distribution~Fig. 8! shows
two distinctly high concentrations from the flow separation on the
flap: one from the suction surface and another from the edge of
the Gurney flap. These two high TKE concentrations merge near
the off-surface stagnation point~Fig. 7~b!! to form the trailing
wake flow. The measured maximum normal stresses~Table 1! are
smaller than those atd f520 degree setting. This is caused by the
weaker vortex shedding.

Vortex Shedding Frequencies. It has been observed that the
time-dependent flow consists of alternative shedding of vortices
downstream of the Gurney flap~Jeffrey et al.@6#!. The Lomb
periodgram method was used to derive the power spectra, as this
is specifically designed for randomly-spaced data~Press et al.
@7#!.

There are no distinct peaks in the power spectra when no device
is fitted. In contrast, the spectra for the wings with Gurney flaps
fitted have clear single peaks, at periodic frequencies,f p , that
remain broadly constant in a region downstream of the trailing

Fig. 5 Mean velocity vectors and streamlines at d fÄ20 deg
and aÄÀ5 deg: „a… clean wing and „b… 4 percent Gurney

Fig. 6 Turbulent kinetic energy „TKE… distribution at d f
Ä20 deg and aÄÀ5 deg, with 4 percent Gurney

Fig. 7 Mean velocity vectors and streamlines at d fÄ50 deg
and aÄÀ5 deg: „a… clean wing and „b… 4 percent Gurney

Fig. 8 Turbulent kinetic energy „TKE… distribution at d f
Ä50 deg and aÄÀ5 deg, with 4 percent Gurney
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edge. Table 1 listsf p for the different cases tested, which repre-
sents the statistical mode off p for the measurement points inside
the periodic flow. This table also includes estimates of the Strou-
hal number, St5 f pd/U` , where d is the base dimension~i.e.,
measured normal to thez/c50.0 chordline, and including the
trailing-edge thickness!.

At the lower flap angle, fitting a Gurney flap does introduce a
distinct principal frequency, which reduces as the height of the
device is increased. These values off p yield values of Strouhal
number, which at around St50.16 are broadly consistent with flat
plates, which have Strouhal numbers of the order of St50.135
~Roshko@8#!. They also lie within the range 0.13<St<0.17 found
for 4 percent and 2 percent Gurney flaps fitted to single-element
airfoil ~Jeffrey @5#!.

At the lower flap setting, the region where distinct principal
frequencies were observed was quite large, and fanned down-
stream from the whole extent of the Gurney flap. In contrast, at
d f550 degrees this region is much shorter and narrower, and is
largely confined to a region downstream of the off surface edge of
the Gurney flap, broadly coincident with the time-averaged
streamlines that bound the pressure-surface edge of the vortical
flow in Fig. 7. The frequency for this region of periodic flow is
between the values for the 2 percent and 4 percent Gurney flaps at
the lower flap angle.

Discussion of Results

Trailing-Edge Pressure. Results published by Good and
Joubert@9# for flat plates immersed perpendicular to a turbulent
boundary layer show that the maximum pressure measured up-
stream of a plate increases with the height of the disturbance, with
the smaller plates causing a relatively large increase in pressure. It
has already been hypothesized by the authors~Jeffrey et al.@6#!
that the upstream face of the Gurney flap acts in a similar manner,
with small Gurney flaps giving a disproportionately large increase
in pressure.

This is also evident here, in the results at the higher flap setting,
where the 0.5 percent Gurney flap gives an increase in pressure at
the trailing-edge of the flap fromCp'0.3–Cp'0.7, while the 4
percent Gurney flap increases the pressure fromCp'0.3 to near
Cp'1. These increases, however, are higher than were observed
for the single-element wings. It is hypothesized here that this is
because, when attached, the pressure-surface boundary layer on
the flap will be much thinner than for the single-element wings.
This will increase the height of the Gurney flap relative to the
boundary-layer thickness, resulting in increases in trailing-edge
pressure.

Effect on Lift. The increases inCL due to the Gurney flap
observed for the lower flap setting are typically half those for the
single-element wings. The values of trailing-edge suction show
differences of a similar order, so it seems likely that the lower
increments inCL stem directly from the lower values of trailing-
edge suction.

The increments inCL are even less at the higher flap angle.
Despite the large increases in trailing-edge pressure, the flow

separations mean that the Gurney flaps have only a weak effect on
the trailing-edge suction, and this is reflected in the reduced in-
crements inCL .

Effect on Zero-Lift Drag. When fitted to the flap at the
lower angle, the Gurney flaps do not cause consistently higher
increments in drag than when fitted to the single-element wings,
because of the large region of separated flow on the pressure
surface of the flap.

At the higher flap setting, the flow remains attached on the
pressure surface of the flap. This means that the boundary layer on
this surface is thinner than found in the comparable single-
element experiments. As a result, the increments in zero-lift drag
are greater than those found for the single-element wings.

Conclusions
The overall effects of a Gurney flap are broadly similar whether

it is fitted to a single-element or to the flap of a double-element
wing. The Gurney flap introduces a vortex street and the vortex
shedding enhances the base suction, but the increments in this can
be lower than found for single-element wings, possibly because of
an interaction with the wake of the main element. The vortex
shedding, and increases in trailing-edge suction, pressure, and lift
coefficient, are still observed even after the flow has largely sepa-
rated from the flap, even though the mean flow patterns are
altered.

On the pressure surface, the upstream face of the flap deceler-
ates the flow, in a manner similar to that of a flat plate immersed
in a turbulent boundary layer. On a double-element wing with
attached flow the boundary layer at the very trailing edge will be
thinner than for a single-element wing, and this results in a greater
increase in trailing edge pressure, and in zero-lift drag.

The overall increases in circulation are lower than found for
single-element wings, and reduce with flap angle. These two
trends may partly be caused by the interaction between flap and
main element, and partly by flow separations on the flap.
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Nomenclature

b 5 wing span
c 5 reference chord
d 5 base height

CD 5 drag coefficient
CL 5 lift coefficient
Cp 5 pressure coefficient
f p 5 vortex shedding frequency

GF 5 Gurney flap
h 5 Gurney flap height

Rc 5 Reynolds number based onc
St 5 Strouhal number,f pd/U`

SP 5 pressure surface
SS 5 suction surface

TKE 5 normalized turbulent kinetic energy,
1/2(u8u81v8v81w8w8)/U`

2

u, v, w 5 velocity components inx, y, z axes system
U` 5 freestream velocity

x, y, z 5 coordinate system:x1ve downstream,y1ve to
starboard,z1ve up

a 5 incidence
d f 5 flap deflection
h 5 nondimensional span:h5u2y/bu
z 5 vorticity, (]w/]x2]u/]z)c/U`

Table 1 LDA and spectral data
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The Force and Pressure of a
Diffuser-Equipped Bluff Body in
Ground Effect
The force and pressure behavior of a generic diffuser in ground effect were investigated.
The diffuser model is a bluff body with a rear diffuser at 17 deg to the horizontal, and
side-plates. Measurements were conducted in a low speed wind tunnel equipped with a
moving ground facility. Techniques employed were force balance, pressure taps, and
surface flow visualization. The diffuser flow in ground effect was characterized by vortex
flow and three-dimensional flow separation. Four types of force behavior were observed:
(a) down-force enhancement at high ride heights characterized by an attached symmetric
diffuser flow, (b) maximum down-force at moderate ride heights characterized by a sym-
metric diffuser flow and separation on the diffuser ramp surface, (c) down-force reduction
at low ride heights characterized by an asymmetric diffuser flow and flow separation, and
(d) low down-force at very low ride heights, also characterized by an asymmetric diffuser
flow and flow separation. The down-force reduction near the ground is attributed to flow
separation at the diffuser inlet and subsequent loss of suction in the first half of the
diffuser. @DOI: 10.1115/1.1340637#

Introduction
A region of upsweep on the underbody surface of an otherwise

symmetrical body gives the body camber, which leads to negative
lift ~down-force!. If the aerodynamic body is placed near a mov-
ing ground, a diffuser is formed with additional fluid flow mecha-
nisms, leading to changes in the pressure field. The fluid flow in a
diffuser in ground effect represents a complex fluid dynamic prob-
lem with features such as flow separation, vortex flow, and flow
reversal. An understanding of the major flow physics is important
in developing flow control methods and assisting in the develop-
ment of theoretical and numerical predictive methods. This type
of flow is important in the automobile and aeronautical industries,
and it has implications in performance and safety.

Current understanding of the diffuser flow in ground effect is
limited. There are only a small number of studies published in
open literature@1–4#. Sovran@3# suggested that as the diffuser
delivers flow to a fixed exit pressure such as the base pressure of
a vehicle, its pressure recovery appears as a depression in pressure
at the diffuser inlet, the diffuser has ‘‘pumped down’’ the under-
body pressures below that which would occur on a flat bottomed
model, the underbody flow rate increases and the result is a
greater down-force. Cooper et al.@4# found that for any one dif-
fuser angle, the down-force exerted on the model increased as the
model was lowered from a freestream ride height to near the
ground until a maximum was reached. Below this ride height
down-force reduced sharply. They surmised that at this critical
height the sum of the boundary layer thickness under the body and
over the ground became a substantial fraction of the ride height.
They also documented a difference in the down-force curves be-
tween smaller and larger diffuser angles below a certain ride
height, the latter showed a reversal in the consistent trend in
down-force seen in all the curves above this ride height. George
@1# observed a leeside vortex pair on the upsweep surface of a
diffuser which appeared to keep the flow attached to the surface
and thus maintain down-force. Streamwise corner vortices are a
well known feature of secondary flows in rectangular ducts~see
e.g., Brundrett and Barnes@5#!. In tests on a venturi-type model

George and Donis@2# found that flow entrainment underneath the
side-skirts resulted in a separated shear layer from which a vortex
pair formed. They observed a loss of down-force and asymmetric
diffuser surface patterns with the model skirts sealed to the
ground, attributing the phenomenon to the absence of the vortices
originating from the skirt edges. At low ride heights an unsteady
vertical oscillation of the model led to suspicion of either vortex
breakdown inside the diffuser, or an association with a small sepa-
rated region of fluid found on the ground plane, thought to be a
flow away from the ground up toward the model induced by the
vortices. Due to the broad nature of the study these findings were
not probed further. Furthermore, the observations were made with
a fixed ground and should not necessarily be applied to flows with
a moving ground, particularly in the force reduction region.

Thus for a given angle, fluid flow in a diffuser appears to op-
erate in several different modes in ground effect. It is also clear
that there are still gaps in the current understanding of this impor-
tant flow, in particular, the major flow physics affecting the down-
force reduction. It is by no means clear that boundary layer inter-
action is the dominant factor.

In the present study an attempt was made to establish the flow
features governing the variation in force behavior of the diffuser
with proximity to the ground and to investigate the major physics.
For this purpose, model tests in wind tunnels were employed. By
combining flow visualization with pressure and force measure-
ments, it was possible to give a better explanation of the force
reduction phenomenon.

Experimental Arrangement
Tests were conducted in one of the University of Southamp-

ton’s low speed closed circuit wind tunnels, which has a test sec-
tion of 2.1 m31.5 m. The tunnel is equipped with a moving
ground 3.5 m in length and 1.5 m in width. The freestream turbu-
lence level in the tunnel is 0.2 percent. Tests were run at a wind
and belt speed of 20 m/s and at a Reynolds number of 1.83106. A
system is located upstream of the belt~moving ground! for re-
moval of the boundary layer that grows along the floor of the wind
tunnel. The boundary layer is sucked away through a slot and a
perforated plate. With the boundary layer suction applied, the ve-
locity reaches the freestream value less than 2 mm above the
moving ground, corresponding tohr /d,0.013. A more detailed
description of the moving belt system can be found in Burgin
et al. @6#.
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A view of the wind tunnel test model is given in Fig. 1 where a
coordinate system is also shown. The model is a bluff body with
a rounded nose, a rear diffuser at 17 deg to the horizontal, and
side-plates. The diffuser angle has been chosen with a view of
controlling flow separation inside the diffuser in later tests. The
model is 1.315 m in length, 0.324 m in height, and 0.314 m in
width. The diffuser inlet is atx50.777 m. Installation in the tun-
nel was via adjustable struts allowing the model to be placed over
a moving ground plane at heights varying from 0.01 m to 0.199 m
above the ground. Transition to turbulent flow on the model was
fixed by a wire of 0.4 mm in diameter fastened around the nose at
a distance ofx5100 mm from the nose tip. This ensured that
transition occurred at the same location for each test. The model
was placed in the middle of the moving ground.

Tests performed include surface hypodermic pressure taps, sur-
face flow visualization, and force balance measurements. The
pressure taps were arranged to give the centerline pressures and
the spanwise pressures at several stations on the diffuser ramp,
along the bottom surface, and over the model base. A total of 111
taps were used. The majority of the taps were connected to a ZOC
system, and the remainder to a Scanivalve system. Visualization
of the surface flow in and around the diffuser was obtained using
an oil streak method with a mixture of titanium dioxide and light
oil. The forces, measured from the overhead balance, have been
corrected to free-air wind-axes coefficients. The values given have
also been corrected for installation tares.

Uncertainties in the measurements taken during each test were
evaluated using the procedure described by Moffat@7#. The model
ride height was set to an accuracy of60.5 mm. During the test
runs no belt-lifting was observed. The yaw angle was set to within
60.05 deg. The belt speed was maintained to within 0.25 percent
of the wind speed at a wind speed of 20 m/s. In the force balance
measurements, 8 runs were made at each ride height, each with 75
samples. The forces were then averaged from these measure-
ments. The uncertainties inCL and CD measurements were
60.044 and60.014, respectively, for a model ride height of
hr /d50.223. Theuncertainty in the surface pressure coefficients
was estimated using the above parameters as well as the quoted
accuracy of the equipment and aquisition software, and was cal-
culated as60.012 for aCp of 22.0.

Results and Discussion

Force Enhancement and Reduction Process.The influence
of a moving ground is illustrated by the force behavior as the ride
height is reduced~see Fig. 2!. Also given in the figure are results
for the fixed ground and at two other Reynolds numbers. For
clarity the fixed ground results are not included in Fig. 2~b!. It can
be observed that the condition of the ground has a large effect on
the flow and down-force behavior; both the magnitude and the
height for the maximum force are different. Results obtained us-
ing a fixed ground cannot be applied to the moving ground study.
The Reynolds number is seen to have relatively little effect on the

down-force behavior. This will help to explain the physics of the
force reduction phenomenon~see later discussion!. As expected,
the drag coefficient reduces with the Reynolds number.

Based on the force measurements and the surface flow visual-
ization, four distinct regions can be identified: down-force en-
hancement inregion-a (hr /d>0.382), maximum down-force in
region-b (0.21<hr /d,0.382), down-force reduction inregion-c
(0.159<hr /d,0.21), and low down-force inregion-das the ride
height is lowered toward the ground (hr /d,0.159).

The down-force in the force enhancement region~region-a! is
relatively weak athr /d50.764, increasing smoothly with de-
creasing ride height until a limiting height ofhr /d50.382. Be-
tween these two heights, the magnitude ofCL is increased from
20.993 to 21.763. CD is also increased from 0.359–0.486. A
change in the gradient of the down-force curve occurs around
hr /d50.382, suggesting the introduction of new flow physics due
to the proximity of the ground. Between this height (hr /d
50.382) andhr /d50.21 is the maximum down-force region
~region-b!, highlighted by a ‘‘plateau’’ in the down-force versus
ride height curve where the gradient of the force curve is reduced,
and the flow around the model appears to maintain a constant
character. The peak down-force occurs athr /d50.21. In this re-
gion the drag coefficient continues to rise. The plateau is termi-
nated by a sharp drop in the down-force. In the force reduction
region ~region-c!, the down-force coefficient experiences a rapid
reduction within a short ride height range, from21.943 athr /d
50.21 to21.297 athr /d50.159. In the process the majority of
the down-force gain in the force enhancement region is lost. In
region-da relatively low down-force level is maintained and the
down-force continues to reduce.

The drag force maximum occurs at the same ride height as the
maximum down-force, and tends to fall with a similar trend to
down-force either side of the limiting height ofhr /d50.21. It
should be mentioned here that, while in the force reduction region

Fig. 1 A perspective view of the model setup

Fig. 2 Force coefficients. „a… CL versus h r Õd ; „b… CD versus
h r Õd
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CL measurements point to a new flow feature appearing athr /d
50.159,CD results show a consistent reduction in value with the
ride height reduction.

Surface pressure coefficients underneath the model on the cen-
terline are given at six typical heights in Fig. 3. It can be seen that
the flow underneath the model accelerates at all the heights up to
the inlet of the diffuser. At all heights the suction peak appears at
the inlet. Once the flow enters the diffuser the streamwise pressure
distributions on the ramp surface show that the flow encounters an
adverse pressure gradient. The behavior and/or ability of the flow
in resisting the adverse pressure gradient would define the char-
acteristics of the diffuser flow and ultimately the force character-
istics. In Fig. 3 the exit pressure is seen to be slightly negative due
to a separated flow behind the diffuser base.

While the suction peak appears at the inlet~Fig. 3!, the highest
suction peak does not occur at the lowest ride height. The suction
level at the inlet is seen to increase as the ride height is reduced in
the force reduction region, until the ride height reaches a limiting
value ofhr /d50.21 where the highest suction level is observed.
As the ride height is reduced further and the flow enters in the
force reduction region, the suction level at the inlet decreases. The
suction level at the inlet defines the suction upstream of the dif-
fuser as well as in the first part of the diffuser, which sets the
overall level of down-force. In Fig. 3 it can be seen that as the
flow approaches the diffuser exit, the suction level is higher at the
lowest ride heights in the force reduction region~region-c in Fig.
2~a!! than those in the force enhancement region~region-a! and
the maximum force region~region-b!, reversing the trend at the
inlet. In later sections this is attributed to the appearance of a
single, large streamwise vortex. Below the ride height ofhr /d
50.21,Cp distributions in Fig. 3 show signs of flow separation in
the first half of the diffuser.

The surface flow visualization~see Figs. 5, 7, and 9 in follow-
ing sections! revealed that at all ride heights, flow is entrained
underneath the model from the sides by the low pressure between
the diffuser and the ground. Although there is evidence of slight
flow convergence toward the centerline on the surface immedi-
ately upstream of the diffuser inlet, the flow appears to be rela-
tively uniform across the span of the model. Flow is also entrained

underneath the side-plates. Separation occurs along the plate
edges forming streamwise vortices~see also George and Donis
@2#!.

Force Enhancement. In the force enhancement region
~region-a!, the flow is symmetric about the center-plane (z50) of
the diffuser. The symmetric nature of the flow is illustrated in Fig.
4 where the spanwise pressure distributions at four streamwise
locations on the diffuser ramp surface athr /d50.764 and 0.382
are plotted. The presence of two streamwise vortices is identifi-
able by points of low pressure near the side-plates. Athr /d
50.382 the peakCp appears atx/d55.44, z/d560.89. It is
likely the suction peaks could be atz/d.60.89 beyond the po-
sition of the last pressure tap. Atx/d55.91 the suction peaks
occur atz/d560.8. The influence of the vortices, albeit some-
what weakened, can still be seen atx/d56.83, but is not a feature
of the flow on the ramp surface atx/d57.76. At this position, the
presence of the vortex pair is no longer apparent, leaving an al-
most flat pressure distribution across the ramp surface.

Surface flow visualization inregion-areveals more of the flow
features. In Fig. 5 the surface flow pattern is symmetric about the
model center-plane (z50). A small separation region is present
across the inlet to the ramp except at the sides. Counter-rotating
streamwise vortices are detectable at either side of the ramp in the
upper third of the ramp as weak ‘S’ shaped lines@8#. The span-
wise location of the suction peak of each vortex lies close to the
point of inflexion of these S-lines. The suction peak can be seen to
move slightly toward the diffuser centerline downstream. The cur-
vature of the lines weakens as the flow decelerates to the base of
the model. Observation of the surface flow on the side-plates sug-
gests that the vortices actually become detached from the surface.
Secondary separations are apparent at the sides of the ramp as
indicated by the surface flow. As the ride height is reduced, the
S-lines of the surface flow extend much further down the ramp
and are more pronounced indicating increased vortex strength.

Fig. 3 Surface pressure coefficients underneath the diffuser
along the centerline. Diffuser inlet at x ÕdÄ4.95

Fig. 4 Spanwise Cp distributions on the diffuser ramp in the
force enhancement region. „a… h r ÕdÄ0.764; „b… h r ÕdÄ0.382
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Maximum Force. In the down-force enhancement region, the
flow is symmetric about the center-plane of the model. This fea-
ture of the flow is retained in the maximum force region to a large
extent, as indicated by both surface pressure measurements~Fig.
6! and flow visualization~Fig. 7!. The defining feature of the flow
and the cause of the sudden decrease in the gradient of the down-
force curve~Fig. 2~a!! in this regime is the flow separation and a
separation bubble seen in the center of the diffuser. The main flow
features are similar to those found by Morel@9# on base-slant
flows.

The flow separation on the ramp surface is also the likely ex-
planation for the difference in the down-force curves between
smaller and larger angle diffusers below a certain ride height
found by Cooper et al.@4#.

The first clear sign of the existence of the separation in these
tests appears athr /d50.318, although the beginning of a separa-
tion could be inferred from the surface flow patterns at the end of
the ramp athr /d50.382. Its presence is governed by the limiting
pressure at the diffuser exit and following low pressure in the
diffuser. At a ride height typical of the flow in the force enhance-
ment region there is a relatively smaller acceleration beneath the
model and under-body flow rates do not increase greatly, thus the
suction level remains lower than that in the maximum force region
and the pressure gradient between the diffuser inlet and exit re-
mains weaker. Although the flow deceleration and loss of momen-
tum occur immediately downstream of the inlet, the adverse pres-
sure gradient is small enough for the flow to remain attached over
the ramp surface. However, as the ride height is reduced, the
under-body flow rate increases and the pressure recovery of the
diffuser is seen as a stronger suction at the inlet.

The adverse pressure gradient along the diffuser becomes in-
creasingly steep as the ride height is reduced until at a critical
height separation occurs, producing a bubble and a primary sepa-
ration line seen in Fig. 7. With the reducing ride height, the pri-
mary separation line moves forward up the ramp as both the
down-force and the adverse pressure gradient rise. The separation
bubble may be identified in the spanwise pressure distributions of
Fig. 6 as a flat constant pressure region betweenz/d50 andz/d
'60.3, atx/d55.91. Further downstream the flow seen in the
surface flow pattern is dominated by the increasingly enlarged
counter-rotating vortices~or a swirling flow!, and the central por-
tions of the spanwise distributions accordingly become gentle
curves.

From the surface flow it appears that the streamwise primary
vortex flow meets the secondary separated flow at junctions either
side of the ramp centerline. The primary separation line includes
the separation line of the bubble. The line is then seen to run
toward the secondary separation line, after which the primary vor-
tex flow is no longer present on the ramp surface. It appears that
the vortex has detached from the surface due to the adverse pres-
sure gradient. The flow patterns downstream of the primary sepa-
ration line are the result of recirculating fluid from the bubble
re-attaching to the diffuser surface and then being entrained out-
board towards the low pressure associated with the presence of the
near-surface primary vortices.

The spanwise pressure distributions across the diffuser at these
heights exhibit similar characteristics, the pressures staying almost
the same at ride heights betweenhr /d50.217 and 0.318 over the
majority of the ramp. The down-force increase is created by the
higher levels of suction experienced at the inlet, and at the sides of
the diffuser where the maximum suction on the model occurs due
to the streamwise vortices attached to the surface. Athr /d
50.318, the peakCp at is 22.332 atx/d55.44, z/d560.89,
reducing to21.282 atx/d55.91. At hr /d50.217, the value is

Fig. 5 Surface flow pattern in the force enhancement region.
h r ÕdÄ0.764. Flow from left to right. „a… Surface flow on the
ramp; „b… surface flow on the side-plate

Fig. 6 Spanwise Cp distributions on the diffuser ramp in the
maximum force region. h r ÕdÄ0.217

Fig. 7 Surface flow pattern in the maximum force region.
h r ÕdÄ0.217. Flow from left to right
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22.66 atx/d55.44, reducing to21.429 atx/d55.91. The in-
crease in suction is reflected in the increased curvature of the
surface flow, the curvature being greatest athr /d50.21.

Force Reduction and Low Down-Force. The maximum
down-force occurs betweenhr /d50.21 and 0.217. During the
model tests it was found that the height at which the maximum
down-force occurred varied between these two heights. The
switch between the maximum down-force and the onset of the
loss of down-force appeared in a random fashion, and on occasion
the flow switched between aregion-bflow ~maximum force! and
a region-cflow ~force reduction! between wind tunnel runs with-
out apparent variations in model settings.

Figure 8 gives surface pressures on the diffuser surface typical
of flows in the force reduction region~region-c! and the low force
region ~region-d!. On the down-force curve, the two regions are
not clearly marked. However, there is a discernible difference in
the slope of the curve. Figure 8~a! was taken athr /d50.191, and
shows the flow in a region where the down-force experiences a
rapid reduction. Figure 8~b! gives spanwise pressures athr /d
50.064. The loss of down-force is accompanied by the appear-
ance of an asymmetric flow in the diffuser. The flow is now sepa-
rated at the inlet on one side. The separation bubble has collapsed
and the primary separation line is now difficult to identify from
the surface flow visualization~see Fig. 9!. In Fig. 9, the surface
flow is no longer symmetric about the diffuser center-plane. In-
stead, it runs from the bottom left corner of the ramp diagonally
towards the center-plane, where the separation causes the detach-
ment of the vortex on the top side as in the maximum force re-
gion. Although the top side vortex rolls up as normal, the bottom
side flow has begun to reverse back up the ramp, indicating a
separated flow and the collapse of the vortex at this side of the
diffuser.

The asymmetry of the flow is unlikely to be caused by errors in
setting the model height. Its appearance occurs at random, during

pressure measurement tests a switching of the side of the reverse
flow was observed. The distribution seen in Figs. 8~a! and 8~b!
was reversed athr /d50.204. The causes could be a slight devia-
tion in aligning the model to zero yaw angle, and/or slight imper-
fections in the model surface as found by researchers in slender
body and missile aerodynamics. The occurrence of stall phenom-
enon in the flow region is in close agreement with the transitory
stall behavior found by Kline and his co-workers~see Reneau
et al. @10#! in 2D diffusers close to the conditions of maximum
pressure recovery, as is the case here, and is an inherently un-
steady flow. The flow inregions cand d may well also be un-
steady.

In region-c, as the model is lowered to the ground, the suction
at the inlet increases, leading to flow entrainment from both sides
of the model. The boundary layer on the surface underneath of the
model is three-dimensional~3D! in nature. The 3D effect is in-
creased as the ride height is reduced. Another factor in determin-
ing the diffuser flow is the boundary layer approaching the inlet,
the thickness of which is 15 mm(0.096d) just before the inlet
when the model is in freestream. Although it will not create a
‘‘blockage’’ effect at a height in the maximum force region, it
does enhance the suction at the inlet as the effective ride height is
reduced, leading to a high adverse pressure gradient in the dif-
fuser. At a limiting height~hr /d50.21 for the present flow!, sepa-
ration finally occurs at the inlet instead of on the diffuser ramp
surface. The asymmetric nature of the 3D boundary layer separa-
tion produces the apparent collapse of one of the counter-rotating
vortices.

The asymmetry found with skirts sealed to afixed groundby
George and Donis@2# was attributed to the absence of the vorti-
ces, however it seems possible that as in these tests, the pressure
gradient over the diffuser surface was too large to be contained by
a separation bubble, thus the separation occurred at the inlet.

The above observation of the force reduction phenomenon is at
variance with the assertion that boundary layer merging was the
cause of the force reduction phenomenon. Support for this argu-
ment comes from down-force curves plotted at various freestream
Reynolds numbers shown in Fig. 2~a!. Down-force characteristics
are very similar for each curve. At Re numbers of 1.83106 and
2.73106 the maximum down-force occurs at the same ride height,
while at Re51.33106 it occurs at a slightly lower ride height~a
difference of 1 mm!. The boundary layer thickness at a lower Re
is expected to be larger than that at a higher Re. If the maximum
down-force and the subsequent stall depended upon a blockage at
the inlet of the diffuser, as a result of merging of the boundary
layers, stall at a lower Re would be expected to occur at a higher
ride height.

The boundary layer merging is more likely to be the dominant
feature of the flow inregion-d. In this region, the down-force
maintains a low level, being relatively insensitive to the ride

Fig. 8 Spanwise CL distributions on the diffuser ramp in the
force reduction region. „a… h r ÕdÄ0.191; „b… h r ÕdÄ0.064

Fig. 9 Surface flow pattern in the force reduction region.
h r ÕdÄ0.191. Flow from left to right

Journal of Fluids Engineering MARCH 2001, Vol. 123 Õ 109

Downloaded 03 Jun 2010 to 171.66.16.149. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



height change. The size of the boundary layer (O(0.096d)) sug-
gests a merging of boundary layers on the model and the ground is
likely to lead to a reduction in the flow entering the diffuser,
hence the low level of down-force in this region. The basic flow
features, though, remain similar to those inregion-c. In Fig. 2, the
down-force level and drag at the lowest ride height (hr /d
50.064) show a further reduction. From the surface pressure
measurement~Fig. 3! and flow visualization~not included!, it can
be surmised that, at this height, the flow entrainment in front of
the diffuser inlet is reduced substantially, leading to the very low
levels of down-force and drag.

Further Discussions. The mean flow behavior exhibits dif-
ferent characteristics in the four main flow regimes over the ride
heights tested. For flows in the force enhancement region, surface
flow visualization and pressure measurements suggest that a major
part of the down-force is produced across the diffuser inlet due to
the ‘‘diffuser pumping’’ @3# and near the sides of the diffuser
where the additional suction is created by the streamwise vortices
near the diffuser surface. This feature of the flow can be seen in
the surface pressure distributions~e.g., Figs. 4 and 10~a!!. With
the suction peak at a fixed ride height occurring at the inlet of the
diffuser, the suction level in the first part of the diffuser is con-
strained by the suction peak and varies accordingly, which con-
tributes to a large part of the overall down-force.

At a critical height near to the ground the pressure gradient
between the diffuser inlet and the fixed exit pressure becomes too
large to prevent the 3D boundary layer separation on the ramp
surface inside the diffuser and the vortex detachment from the
surface. Even so, in the maximum down-force region, down-force
increases in the presence of the separated flow ashr is reduced.
Although the region of separated flow inside the diffuser becomes
larger, the under-body pressures become increasingly negative in

localized areas of the diffuser before the vortex pair detach from
the surface. This is sufficient to continue the generation of an
overall, larger down-force on the model.

The increase in down-force is terminated at very low model
ride heights when the 3D flow separation occurs at the inlet. This
3D flow separation is asymmetric, leading to the apparent collapse
of one of the counter-rotating vortices. As a result the suction
level at the inlet is reduced. Although the large single vortex still
generates a high suction level near the diffuser exit as seen in Fig.
10~b!, the overall down-force is reduced.

Conclusion
A study of a generic diffuser-equipped bluff body in ground

effect was performed, using correct ground conditions. The study
established the major flow features and provided an insight into
the flow physics, particularly the force reduction phenomenon at
low ride heights. Four flow regions were identified.

Based on the results discussed, the following conclusions can
be drawn:

1 In the force enhancement region, the diffuser flow is charac-
terized by a pair of counter-rotating streamwise vortices formed
from separation at the edges of the side-plates. The diffuser flow
remains attached to the ramp of the diffuser. The vortices detach
from the surface towards the exit of the diffuser due to flow de-
celeration and adverse pressure gradient.

2 In the maximum force region, flow separates on the ramp of
the diffuser. However, the flow remains symmetric about the
center-plane of the diffuser, and the suction level at the diffuser
inlet continues to rise as the ride height is reduced, leading to a
high down-force level.

3 Increasing down-force is terminated at a critical ride height
due to 3D flow separation at the diffuser inlet, leading to the
apparent collapse of one of the counter-rotating vortices and
asymmetric flow in the diffuser.

4 At lower ride heights still, a low level of down-force exists,
which could be indicative of a boundary layer blockage at the
diffuser inlet at very low ride heights.

5 Correct ground conditions should be used in investigating the
force behavior in the proximity of ground, in particular the force
reduction phenomenon.

Certain issues were not covered by the present study, but nev-
ertheless could be important. For example, the diffuser flow is
likely to be unsteady as one of the two large counter-rotating
vortices collapses~or a flow reversal occurs!. If the flow is indeed
unsteady then the flow physics would be of both fundamental and
practical importance.
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Nomenclature

CD 5 drag coefficient,D/q`S
CL 5 down-force~lift ! coefficient,L/q`S
Cp 5 pressure coefficient,p/q`

d 5 model half width
D 5 drag
h 5 model height

hr 5 ride height~ground clearance!
l 5 model length

L 5 down-force~lift !
p 5 pressure

q` 5 dynamic head,r`U`
2 /2

Re 5 Reynolds number,rU`l /m
S 5 frontal area of the model

Fig. 10 Spanwise pressure distribution on the diffuser ramp.
„a… x ÕdÄ5.44; „b… x ÕdÄ7.86
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U` 5 freestream flow speed
x, y, z 5 cartesian coordinates:x1ve downstream,y1ve up,z

1ve to starboard
m 5 viscosity

r` 5 freestream air density
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Near Wall Measurements for a
Turbulent Impinging Slot Jet
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The velocity field in the vicinity of a target surface with a turbulent slot jet impinging
normally on it is examined. The impingement region is confined by means of a confine-
ment plate that is flush with the slot and parallel to the impingement plate. The distance
H of the impingement wall from the slot is varied from 2 to 9.2 slot widths. Jet Reynolds
numbers (based on slot width B) of 10,000–30,000 are considered. Mean velocity and
root mean square velocity measurements are carried out using hot-wire anemometry. A
boundary layer probe is utilized in order to obtain measurements at a wall distance as
close as 110 microns~0.0028B!. This corresponds to a distance of approximately y1

;2–4 in wall units and is found to be adequate in order to permit an estimate of wall
shear under most conditions. The problems of hot wire interference with the wall and
calibration at low velocities are solved by calibrating the probe in a known Blasius flow.
With the exception of the stagnation region where shear could not be evaluated, it is
found that velocity profiles follow a linear behavior in the viscous sublayer everywhere
along the wall. Results indicate that the peak in normal stress occurs at y/B;0.025 to
0.04 at a distance six to eight jet widths away from the jet-axis.
@DOI: 10.1115/1.1343085#

Keywords: Slot-Jet Impingement, Turbulence, Fluid-Flow Measurement, Friction Coef-
ficient

Introduction

Impinging jets are widely used in materials processing, manu-
facturing and electrochemical deposition because of their high
heat and mass transfer rates. This has led to numerous studies of
heat transfer characteristics in jet impingement systems@1#. Webb
and Ma@2# presented a detailed review of the experimental studies
on heat transfer of single-phase liquid jet impingement. Studies
that examine the flow field experimentally are however few de-
spite the obvious importance of the flow field to heat transfer. In
particular, the shear at the impingement wall has been rarely mea-
sured. Velocity field as well as shear data in these systems are also
useful because of the increasing reliance on computational fluid
dynamics for predicting heat and mass transfer in turbulent flows.
In impingement flows where flow curvature, separation and stag-
nation are common features, experimental data are particular im-
portant to establish validity of the turbulence models and associ-
ated wall functions. The validation of flow field and shear can
allow the analyst to uncouple the effects of flow modeling ap-
proximations from those of scalar transport approximations. Many
physical processes require the knowledge of shear, either indi-
rectly because of its relevance to heat and mass transfer or directly
for its relevance to forces exerted on a wall or particle removal
from a wall.

Direct measurement of the local wall shear force is difficult
because of the low level of shear involved. For a system with a jet
width of O~1 cm! if a spatial resolution of 1 mm is desired, one
would require an ability to measure a force of 0.1mNewtons on a
1 mm by 1 mm plate for Reynolds numbers of O~104!. Hot-film
sensors flush mounted on the wall or mass transfer sensors have
been employed to estimate wall shear. This approach, however,

relies on a prior knowledge of the relationship between mass/heat
transfer and shear, something that is not always available except
in boundary layer flows.

Alternatively, one could deduce shear from a near wall velocity
measurement using a hot-wire, provided this measurement is
made within the viscous sublayer. Such a measurement is how-
ever difficult for several reasons. The difficulties are:~i! hot-wire
interference with the wall,~ii ! measurement of the distance of the
hot-wire from the wall,~iii ! calibration of the hot-wire at low
velocities, and~iv! corruption of wire data with a nondominant
velocity component. In the present paper, we have overcome the
first three of the difficulties allowing shear measurement in a re-
gion where the fourth effect is small.

Structure of the Flow Field
The flow regions associated with the discharge of a gas jet~into

otherwise stagnant surroundings! that impinges on a target surface
are shown in Fig. 1. One of the applications where this geometry
is of particular interest is electrochemical deposition using foun-
tain platers, where the knowledge of shear on the impingement
wall is important to the understanding of mass transfer. These
reactors are usually enclosed systems and the present location of
the confinement wall is a simple means to achieve this enclosure
without introducing additional geometrical parameters. Immedi-
ately after discharge from the slot, the jet behaves as a free jet,
until the flow is influenced by the target surface. Within the free
jet is a potential core where the velocity is uniform and equal to
the exit velocity. The length of the potential core can be quantified
by the distance from the slot, (H2y)/B, where the jet velocity
diminishes to 95% of the exit velocity and, for a slot jet, this
length is between 4.7–7.7, depending on the slot conditions@1#.
Downstream of the potential core region, the jet behaves as a free
jet and spreads while the peak axial velocity decreases with in-
creasing distance from the slot. IfH/B is larger than this distance,
this behavior continues until the flow is influenced by the target
surface. In this region, called the stagnation region, the flow de-
celerates sharply in the direction along the jet axis while acceler-
ating in the x-direction. Acceleration in thex-direction cannot

1Data have been deposited to the JFE Data Bank. To access the file for this paper,
see instructions on p. 171 of this issue.
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continue since the flow entrains low-momentum fluid from the
ambient. Further downstream the flow behavior is similar to that
of a wall jet, with deceleration of the bulk velocity and spreading
in the y-direction @1#.

Literature Review
The literature relevant to the present study can be classified as

experimental or numerical. Numerical studies that address heat or
mass transfer do need to compute fluid flow as well and hence
frequently report the skin friction coefficient on the wall. Experi-
mental studies that measure heat or mass transfer rates at the wall
in impingement systems normally do not provide velocity or shear
data. There are very few studies that measure fluid flow in a
confined slot jet impingement system. The numerical studies are
reviewed first, followed by experimental studies of heat/mass
transfer and fluid flow.

NumericalÕTheoretical. Behnia et al. @3,4# applied the
k-«-v2 ~wherev2 might be regarded as the velocity fluctuation
normal to the streamlines! model to unconfined and confined cir-
cular jets impinging on a plane wall. They showed that the model
captured Reynolds number effects. The importance of near-wall
modeling was addressed. The comparisons were however largely
to surface heat transfer since they note there is paucity of flow
field data. Craft et al.@5# examined four different turbulence mod-
els for the numerical prediction of the circular turbulent impinging
jets measured by Cooper et al.@6#. These models consisted of one
k-« model and three second-moment closure based models. The
numerical predictions, obtained with an extended version of the
finite-volume TEAM code indicate that thek-« model and a
widely used Reynolds stress model~Gibson and Launder@7#! led
to too large levels of turbulence near the stagnation point. Two
second-moment closures tailored to impingement flow did much
better in predicting the flow field characteristics. None of the
schemes is entirely successful in predicting the effect of Reynolds

number. The stagnation point anomaly was addressed by Durbin
@8#. A mathematical bound on the turbulent time-scale was de-
rived. Some other studies that carried out two-equation modeling
with limited success are those of: Dianat et al.@9# with a standard
k-« turbulence model; Heyerichs and Pollard@10# with a k-v
model of Wilcox @11# and several versions ofk-« models; and
Chen and Modi@12#, who also employ ak-v model but in addi-
tion compute high-Schmidt number mass transfer.

Experimental. Hot-wire velocity field measurements were
reported by Cooper et al.@7# for an unconfined turbulent circular
jet impinging orthogonally onto a large plane surface. They ex-
amined jet Reynolds numbers of 23,000 and 70,000 for slot
heights above the plate ranging from two to eight diameters. They
measured mean velocity and root mean square velocity in the
vicinity of the plate surface. While the data point closest to the
wall is at a distance of 130 microns~y/D50.005 whereD is the
jet diameter!, it is not clear whether their hot-wire data have been
corrected for near wall effects even though the ratio of wall dis-
tance to wire diameter is 26. The same problem exists with the
recent work of Ashforth-Frost et al.@13# where the ratio of wall
distance to wire diameter is 20. The wall material used in their
experiments is 10 mm thick Perspex. They report measurements
of velocity and turbulence characteristics in an identical geometry
as in the present study at a single jet Reynolds number of 20,000
and twoH/B ratios of 4 and 9.2. In the velocity range of 1 to 3
m/s typical of their first point away from the wall, failure to cor-
rect the hot-wire data for wall interference could lead to erroneous
measurements. In the current study mean and root mean square
velocity measurements near the wall are carried out over a wide
H/B range~2–9.2! for Reynolds numbers of 10,000–30,000.

Experimental Apparatus

Setup. The exit section of a small wind tunnel was modified
to produce a slot jet. Air supplied from a centrifugal fan driven by
a 2 H.P. motor passes through a flow-straightening honeycomb
section followed by a two-stage diffusion section that expands the
flow cross-section to 600 mm3600 mm without flow separation,
followed by several fine wire meshes and a long settling chamber.
A contraction with a ratio of 6:1 designed to keep boundary layer
growth to a minimum leads the flow to the slot where a uniform
y-direction normalized root mean square velocity of 0.9 percent is
observed.

The slot jet widthB was 40 mm in the experimental setup. The
slot jet width in most practical applications is much smaller, but
the scale up in the present experiment ensures that the data point
nearest to the wall is sufficiently within the viscous sublayer. The
slot jet dimension in thez-direction was six times the slot width
extending in either direction toz/B563. The confinement and
impingement plates extend in thez direction toz/B564 and in
the x direction tox/B5613. Both the confinement and the im-
pingement plates were made of polymethyl methacrylate or
PMMA. The confinement plate is integrated with the nozzle so
that it is flush with the slot and parallel to the impingement plate.
The distance between the confinement and the impingement plates
was designed to permitH/B to be varied from 2–13. All experi-
mental data reported in the present paper are obtained at thez
50 plane. Two experiments were carried out to ensure that the
effects of three-dimensionality are absent. The first experiment
ensured that the measurements at the slot jet exit as well as on the
impingement plate did not vary withz within z/B562. The sec-
ond experiment was carried out to determine whether fluid leaving
the flow domain from the open boundaries atz/B564 altered the
near-wall measurements. Additional confinement plates were
placed atz/B564 to close off the otherwise open boundaries.
Measurements made atz50 with this modification did not show
any significant differences. Hence the results reported in the
present study can be considered to be representative of a two-
dimensional slot jet flow. The measurements reported in this paper

Fig. 1 Impinging slot jet configuration and hot wire probe with
probe Õstage Õplate assembly
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~with the exception of those needed to qualify the jet conditions!
were carried out in thez50 plane in the region defined byx/B
5613 andy/B50 to 0.35.

Instrumentation. Velocity was measured with a TSI 1051-2
constant temperature hot wire anemometer and a TSI 1218AF-
T1.5 hot wire boundary layer probe designed for near wall mea-
surements. The hot wire is 1.27 mm long with a diameter of 3.8
microns. The probe was attached using a rigid aluminum rod~so
that the rod is downstream of the flow! to a DAEDAL-3900 pre-
cision ball bearing positioning stage. The stage permitted control
of position in they-direction with a resolution of 5mm ~see Fig.
1!. The positioning stage was in turn attached to a small 75 mm by
75 mm polished aluminum plate that was flush mounted to the
impingement plate with care to ensure that the flow was not dis-
turbed. The entire probe/stage/plate assembly permits the distance
from the probe to the wall to be maintained constant during three
different events: during measurement of the distance between the
probe and the wall, during calibration of the probe and during
actual measurement. When this assembly is used for actual mea-
surements, its position relative to the jet could be varied, to permit
measurements at several locations along thex-direction.

The uncertainty in the location of the first wire position away
from the wall is of critical importance to the determination of
shear. This measurement is also important because all other wire
position measurements are referenced to this distance. In order to
ensure an accurate estimate of this distance, a CCD camera with a
magnification ratio of 800 was used to measure the distance from
the wall. The uncertainty in this measurement was 10mm, with a
95% confidence level. For the wire position nearest to the wall
where the nominal distance is 110mm, this corresponds to an
uncertainty of 9%.

A pitot tube and a Datametrics~Model 1173! Barocel electronic
manometer were employed for the determination of the free
stream velocity in the calibration procedures described below. A
separate experiment carried out to test the linearity of the elec-
tronic manometer with the use of a conventional micromanometer
confirmed that the electronic manometer demonstrated linear be-
havior over the pressure range of interest. A 12-bit MetraByte
DAS-8PGA board with 2.44 mV resolution interfaced to a per-
sonal computer was used for data acquisition.

Calibration of the Hot Wire. The conventional means of
hot-wire calibration is to place the wire in a free stream where a
uniform velocity profile exists and measure the velocity by a re-
liable alternate means such as a pitot tube. Such a calibration is
however inappropriate in the present study. First, at the distances
from the wall at which we wish to carry out the measurements
~nearest to the wall being 110mm!, hot-wire interference with the
wall may alter the response from that in a free stream. Second, it
is difficult to calibrate a hot-wire at low velocities of interest here.
The effect of wall interference on the hot-wire response has been
examined by several investigators such as Wills@14#, Collis and
Williams @15#, Lange et al.@16#, Durst et al.@17#, Bhatia et al.
@18#. These studies addressed the determination of the correction
due to the wall by means of numerical, analytical or experimental
techniques. There is no clear agreement among the studies, how-
ever, on the means to correct the hot-wire response for wall inter-
ference. In the present study, a technique was adopted that by-
passed the need to apply a correction based on an experimental
correlation or numerical analysis. The wire calibration in the
present study was carried out in the exact same position as in the
actual measurements. Moreover, as pointed out by Bhatia et al.
@18#, wire interference also depends upon the wall material. In the
present study, the wire calibration was carried out with the same
probe/stage/plate assembly ensuring that the wall material in the
vicinity of the wire is the same during the calibration and the
actual measurements. Further details of the procedures adopted
are given below.

A separate calibration was carried out at each probe distance

away from the wall. This calibration procedure is described next.
The probe/stage/plate assembly with a finely polished leading
edge attached flush to the plate~see Fig. 2! was placed in a free-
stream to create a laminar boundary layer flow over a flat plate
with a zero pressure gradient. The leading edge is also made of
aluminum. The maximum Reynolds number based on the distance
from the leading edge is 24,000 ensuring a laminar flow over a flat
plate resulting in a boundary layer flow with a Blasius velocity
profile. The variation of the streamwise velocity with distance
from the wall in such a flow is known analytically. Thus from a
manometric measurement of the free stream velocity, the velocity
within the boundary layer at any known distance from the wall
can be established. This permits the hot wire to be calibrated at
much lower velocities than would be possible if both the wire and
the pitot tube were in the free stream flow. More important, how-
ever, is the ability to account for the wall interference effect using
such an approach.

During a single calibration run for a fixed position of the probe
from the wall, the free stream velocity was altered and at least 8
data points within the expected range of velocities were acquired.
A least-square curve was fitted to the voltage-velocity data using
King’s law ~Goldstein@19#!. This calibration procedure was re-
peated for each position of the hot-wire away from the wall, since
the wall interference effect depends upon the wire distance from
the wall. The calibration was redone after obtaining the measure-
ments to ensure that the results were not significantly different. A
new calibration was also done if a new series of experiments were
carried out 8 hours after the original calibration. This procedure,
in principle, is similar to that of Khoo et al.@20# even though the
flow they utilize for calibration was laminar channel flow.

Mean and root mean square velocities were evaluated from
5,000 samples gathered at 1000 samples per second. The mean
velocity recorded by a single hot-wire probe with the wire ori-
ented along thez-direction isq5(U21V2)0.5. Near the wall, this
quantity is however very nearly equal toU, the mean velocity
being parallel to the impingement plate except at21<x/B<1.
Hence except in this region, the measured values ofq are utilized
to determine wall shear.

Experiment Flow Conditions. The near-wall flow field has
been examined atx/B locations ranging from 1–9. The experi-
ments encompassH/B ratios from 2–8 in increments of 1 and
H/B59.2 and Reynolds numbers of 10,000, 20,000, and 30,000.
For H/B.4, only a single Reynolds number of 20,000 was con-
sidered. The investigation focused on near-wall measurements,
with the smallest wall-probe distance beingy/B50.0028 and the
largesty/B about 0.35, wherey is the normal distance from the
impingement plate. In order to characterize the flow field outside
of the slot, velocity and turbulence profiles across the slot were

Fig. 2 Configuration during calibration of the probe Õstage Õ
plate assembly along with a removable leading edge
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also obtained at (H2y)/B50.3, 1.0 and 5.4, where (H2y) is the
distance measured from the slot and along the jet axis.

Uncertainty Analysis. A detailed uncertainty analysis using
Moffat’s @21,22# computer-based data-reduction method
‘JITTER’ as well as Kline’s@23# method was carried out. Uncer-
tainty in the determination of the mean and root square velocity is
considered first. These factors arise due to the fitting of data to
King’s law, due to deviation from linearity of the electronic ma-
nometer and due to uncertainty in position during calibration. This
uncertainty is 4% and 3% in the mean and root mean square
velocity respectively for hot-wire distances from the wall larger
than 510mm, where typical velocities are greater than 3 m/s. At
these distances the contribution from a 10mm uncertainty in hot-
wire position to velocity calibrations is small. The same factors,
however, lead to an uncertainty of 11% in the mean velocity and
6% in the normalized root mean square velocity, for the smallest
wall distance of 110mm. The much higher uncertainties at this
distance are due to a higher contribution from uncertainty in po-
sition to velocity calibration. For wall distances between 110mm
and 510mm the uncertainty lies somewhere in between the two
extreme sets of values provided above. At these distances the
typical absolute velocities are less than 3 m/s.

With an uncertainty of 11% in mean velocity and 9% in dis-
tance~both uncertainties corresponding to the measurement point
with the smallest wall distance! the uncertainty in shear is esti-
mated to be 14%. Hence for typical nominalCf values of 0.005,
the reported shear measurements should be considered to be
0.005060.0007.

Experimental Results
Single component experimental velocity data are obtained in

the free jet region and the near wall region (y/B,0.35). A single
component measurement is adequate in these two regions because
thex-component velocity is insignificant in the free jet region and
the y-component velocity is insignificant in the wall jet region.
This was ensured by traversing the flow regions of interest with a
tuft for flow visualization.

One exception to the above occurs for the near wall region at
x/B51. At this position, fory/B values between 0.1 and 0.35, the
single component mean velocity data are contaminated by the
presence of aV-velocity component. The largest contamination
occurs aty/B50.35 and at this location theV-component may be
as large as 14% of the measured velocity. This is based on a
somewhat simplistic visual estimate of the flow angle using a tuft.
At y/B of 0.1, the contamination was estimated to be as large as
5%. It is difficult to estimate the flow angle at positions closer to
the wall thany/B50.1, but one would expect theV-component to
be smaller than that aty/B50.1. This systematic error would lead
to a higher uncertainty of 19% in theCf values reported forx/B
51.0.

Based on visual observations, the data at all the otherx/B po-
sitions for all H/B values was found to be free ofV-component
contamination. Contamination of root mean square velocity mea-
surements, or̂u8u8&0.5/Vcl data due tôv8v8&0.5/Vcl is negligible
since theA(U1u8)21(V1v8)2'U1u8 whenU is much larger
thanV in the near-wall region.

Free Jet Velocity and Turbulence Profiles. Experimental
data were first acquired in the absence of the impingement wall.
The mean and root mean square velocity distributions across the
width of the jet just after the flow emerges from the slot are shown
in Fig. 3 for three different downstream distances given by (H
2y)/B50.3, 1.0, and 5.4. Data immediately downstream of the
slot show a symmetric top hat profile with velocity uniform over
20.4<x/B<0.4 to within 2% of the maximum. The normalized
root mean square velocity reported here is^v8v8&0.5/Vcl , because
the flow is entirely in they-direction near the slot. Further down-
stream as the jet spreads and the potential core diminishes, the
centerline velocity begins to decay accompanied by a dramatic

growth in normalized root mean square velocity. Data at (H
2y)/B55.4 show this behavior with normalized root mean
square velocity nearly 10 times as large as that at (H2y)/B
50.3. The peak values of root mean square velocity at (H
2y)/B50.3, 1 and 5.4 range from 12%–18%.

Velocity Measurements. The primary goal of the present pa-
per is to obtain the variation ofx-direction velocities and root
mean square velocities with distance from the impingement wall.
For the smallest impingement wall spacing ofH/B52, these data
are shown in Fig. 4 for Re510,000, 20,000, and 30,000. We note
here once again that the unusually rapid increase inU/Vcl with
y/B near the wall forx/B51 is indicative of ay-direction veloc-
ity component contamination. This observation is consistent with
continuity considerations and the measurements of Ashforth-Frost
et al. @13#. At x/B52 and 3, the maximum near-wall velocity is
observed to beU/Vcl50.98 aty/B values of about 0.08. At larger
values ofx/B, a decrease in the maximum velocity is observed
with the point of maximum velocity moving to largery/B values,
behavior typical of a wall jet. TheU/Vcl data atx/B52 and 3 for
Re520,000 and 30,000 show that the peakU/Vcl values are the
same as those for Re510,000 but occur at lowery/B values. The
dependence of the flow field on Reynolds number shows similar
behavior at largerH/B values as well. Hence the flow field varia-
tion with H/B at higher H/B values is shown only for Re
520,000, while the data at Re510,000 and 30,000 is placed in the
data bank.

Velocity profiles at Re520,000 forH/B53, 4, 5, 6, 7, 8, and
9.2 are shown in Figs. 5~a!–~g!, respectively. The data show that
the maximum mean velocity exceeds 0.96 for allH/B values up
to 5, but begins to drop after that from 0.92 to 0.76 asH/B
increases from 6–9.2. This behavior reflects the fact that when
H/B55 or lower the impingement wall is located within the po-
tential core~95% criterion! of the jet. At largerH/B values the
impingement wall is outside the potential core region of the jet

Fig. 3 Variation of mean velocity VÕVcl and normalized root
mean square velocity Šv 8v 8‹0.5ÕVcl with x ÕB across the slot at
„HÀy …ÕB values of 0.3, 1.0, and 5.4

Journal of Fluids Engineering MARCH 2001, Vol. 123 Õ 115

Downloaded 03 Jun 2010 to 171.66.16.149. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



and the speed with which the jet impinges on the surface begins to
reduce even before the presence of the wall is felt.

Normal Stress Šu8u8‹ÕVcl
2 Measurements. The root mean

square velocity data are shown in the form of the normal stress
^u8u8&/Vcl

2 in Figs. 6~a!–~c! for H/B52 at Re510,000, 20,000,
and 30,000. For clarity of presentation, only the data fromy/B
50 to 0.06 is shown, and the remaining data from 0.06–0.35 are
placed in the Databank. As seen from the figure, the normal stress
^u8u8&/Vcl

2 data are largely uninfluenced by Reynolds number.
For this H/B52, the peak̂ u8u8&/Vcl

2 value is about 0.04 and
occurs aty/B50.03;0.04, roughly six to seven jet widths down-
stream from the jet axis. The characteristic near-wall rise in
^u8u8&0.5/ut is shown in Fig. 6~d! at x/B54 for three Reynolds
numbers of 10,000, 20,000 and 30,000 andH/B52. The absence
of a significant decrease in normal stress beyond the wall jet re-
gion in the experimental results is due to the inevitable presence
of low frequency unsteady motion in the quiescent region. Hence
any comparison of̂u8u8&/Vcl

2 or ^u8u8&0.5/ut data reported here
with turbulence modeling results should be limited to the region
near the wall.

The effect ofH/B on the normal stress is shown in Figs. 7~a!–
~d! where^u8u8&/Vcl

2 is plotted forH/B53,4,5,6 at a single Re
520,000. The peak̂u8u8&/Vcl

2 level reduces from about 0.038 to
0.027 asH/B increases from 2–6. Moreover, location of the peak
shifts further downstream from about six jet widths to eight jet
widths. The normal stress level as well as the off-axis location of
its peak may be important features that may help discriminate
between turbulence models@3,4#. Measurement data acquired at
Re510,000 and 30,000, are not shown here for brevity and are
placed in the data bank instead. For a single Reynolds number of
20,000 data was also acquired forH/B57, 8 and 9.2 and these are
placed in the data bank.

Accurate measurement of turbulence level requires that the sen-

Fig. 4 Variation of mean velocity UÕVcl with y ÕB along im-
pingement wall for HÕBÄ2, „a… ReÄ10,000, „b… ReÄ20,000, and
„c… ReÄ30,000

Fig. 5 Variation of mean velocity UÕVcl with y ÕB along im-
pingement wall for Re Ä20,000 „a… HÕBÄ3, „b… HÕBÄ4, „c… HÕB
Ä5, „d… HÕBÄ6, „e… HÕBÄ7, and „f… HÕBÄ8, and „g… HÕBÄ9.2
symbols as in Fig. 4
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sor, in our case a hot-wire, be smaller than the smallest length
scales present. In a detailed study of turbulence within the viscous
sublayer using hot-wire probes of lengthl 1 ~wire length in wall
units! from 3.3–60, Ligrani and Bradshaw@24,25# found that a
wire lengthl 1 less than 20–25 is required to prevent contamina-
tion of the data due to the so-called ‘‘eddy-averaging effect.’’ In
addition, they also found that the wire length/diameter ratiol /d
should be greater than 200. In a similar study Khoo et al.@20#
found the turbulence level to be independent of wire lengths for
l 1 less than 22. In the present work, the wire length/diameter ratio
is 334. The wire length in the present work was 1.27 mm, corre-
sponding tol 1 of 16–21 for Re510,000, 21–29 for Re520,000
and 32–45 for Re530,000. Hence the turbulence levels and the
normal stresses at Re520,000 and 30,000 are likely to be con-
taminated by the eddy averaging effect. The error due to this
contamination is however not likely to be significant since the
fraction of the energy contained within the range of length scales
that are not captured is likely to be small. In the viscous sublayer
this can be further confirmed from Fig. 6~d! where the variation of
the normal stress with distance from the wall is shown in wall
units. The normal stress distributions in the viscous sublayer for
all three Reynolds numbers~10,000, 20,000, and 30,000! are
nearly the same even though the wire lengthl 1 varied from 16–
45. The stress levels in this region are also in good agreement
with the data of Khoo et al.@20# in the boundary layer of a fully
developed channel turbulence flow, acquired with much smaller
wire lengthsl 1 from 3–22.

Law of the Wall and Wall Shear. We are not aware of any
experimental studies that have examined the applicability of the
law of the wall on the target surface of a slot jet impingement
flow. Such studies do, however, exist for wall jet flows, a configu-
ration that is similar to the present one, at least away from the

stagnation region. Measurements of fully developed turbulent wall
jets by Kamemoto@26#, Bradshaw and Gee@27#, and Wygnanski
et al. @28# do show that the mean velocities follow the law of the
wall accurately toy1 values of at least up to 50. With the objec-
tive of examining the law of the wall hypothesis for the present
configuration, data were acquired sufficiently close to the wall to
ensure that at least two points would be within the viscous sub-
layer everywhere along the target surface except in the stagnation
region. The experimental data were plotted in wall units based on
an assumption that the first point away from the wall~110mm! is
within the viscous sublayer and can be used to determine the wall
shear. This assumption was indeed borne out to be correct as
shown in the subsequent discussion.

The experimental data for Re520,000 andH/B54 are shown
at four different downstream positionsx/B52, 4, 7, and 9 in Fig.
8, along with the law of the wall given by:

u15y1 for y1<5, u1523.0515 ln~y1! for 5<y1<26

and

u155.012.44 ln~y1! for y1.26

where a buffer layer has been assumed between the viscous sub-
layer and the log-law region. The results forx/B52, 4, 7, and 9
shown in Fig. 8 indicate that expected linear behavior in the vis-
cous sublayer is observed up toy1;4. This linear behavior in the
viscous sublayer is observed at allx/B values for all Reynolds
numbers andH/B ratios at least up toy1 values of 4. This be-
havior is similar to the behavior observed by Ligrani@29# for a
turbulent boundary layer over a flat plate in the absence of a
pressure gradient. Due to the few numbers of data points in the
viscous sublayer, it is difficult to establish the precise location at
which deviation from this linear behavior occurs. The agreement

Fig. 6 Normal stress Šu 8u 8‹ÕV cl
2 contours for HÕBÄ2 „a… ReÄ10,000, „b… ReÄ20,000, and „c…

ReÄ30,000. Contour 1 through 8 correspond to stress levels from 0.005 to 0.04 in increments of
0.005. „d… Variation of Šu 8u 8‹0.5Õu t with y¿ at x ÕBÄ4 for HÕBÄ2. Wall units are defined using
shear stress at each Re Ä10,000, 20,000, and 30,000.
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with the law of wall beyond the linear region is found to improve
with increasing downstream distancex/B. At the largestx/B
value of 9 examined, the experimental data follows the law of the
wall up to y1 of about 50. These observations are also valid at
other Reynolds numbers andH/B ratios examined in the present
study.

Having ensured that at least the first two points in all data sets
are within the viscous sublayer, it is possible to estimate wall

shear from the first data point aty/B50.0028, corresponding to a
y1 value between 1.4 and 3.8 in most cases. The wall shear data
are computed in the form of a friction coefficient defined as:

Cf5
tw

0.5rVcl
2 5

2

Re

d~U/Vcl!

d~y/B!
U

y50

The skin friction coefficient distribution~for each of the three
Re510,000, 20,000, and 30,000! along thex-direction is shown in
Figs. 9~a!, ~b!, and ~c! at H/B52, 3, and 4, respectively. A col-
lapse of theCf data for Re520,000 and 30,000 is observed in
Figs. 9~a!–~c! and hence a single dashed line is shown through the
mean of these two data sets. Representative error bars about this
dashed line at only a fewx/B positions are also shown for clarity.
As discussed earlier, the results forx/B51 cannot be relied upon
for estimate of shear with the same certainty as otherx/B values.
Moreover, the skin friction coefficients forH/B values of 2, 3,
and 4 are also nearly the same and not dependent on the target
wall to slot distance to within experimental uncertainty of 14%.
This is better seen in Fig. 10~a! for Re520,000. While not shown
here a similar collapse also occurs for Re510,000 and 30,000.

The skin friction coefficientsCf for higher H/B values of 5
through 9.2 are shown in Fig. 10~b! for a single Re520,000. A
notable feature of the lowH/B data in Fig. 10~a! is the presence
of a secondary peak in the skin friction coefficient. As shown in
computations by Chalupa et al.@30#, while the presence of the
recirculation region at the confinement wall can lead to a second-
ary peak, the actualV component near the impingement wall is
never significant compared to theU component. One observes that
the secondary peak is clearly absent from the data atH/B values
of 5 and larger. It appears that the location of the confinement
wall does not alter wall shear at the impingement wall at these
larger values ofH/B. These trends in skin friction withH/B

Fig. 7 Normal stress Šu 8u 8‹ÕV cl
2 contours at Re Ä20,000 „a… HÕBÄ3, „b… HÕBÄ4, „c… HÕBÄ5,

and „d… HÕBÄ6. Contour 1 through 8 correspond to stress levels from 0.005 to 0.04 in incre-
ments of 0.005.

Fig. 8 Variation of mean velocity u¿ for HÕBÄ4, ReÄ20,000
with y¿ at four streamwise locations „a… x ÕBÄ2, „b… x ÕBÄ4, „c…
x ÕBÄ7, and „d… x ÕBÄ9. The law of the wall is also shown.
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mimic the Nusselt number heat transfer behavior reported by Gar-
don and Akfirat@31# from their measurements of local heat trans-
fer coefficient under similar conditions.

The mean velocity data of Ashforth et al.@13# can also be uti-
lized to determine skin friction coefficient. The so determined skin
friction coefficient values are, however, consistently higher than
those reported here. Their velocity profiles in the viscous sub-
layer do not follow a linear behavior. Conversion to wall units
was carried out using their velocity data at the first point away
from the wall to determine shear. It is however difficult to estab-

lish whether this discrepancy is solely due to the lack of correc-
tion for wall interference since the wall material used by Ashforth
et al.@13# is of considerably different thermal properties than that
used here.

Conclusions
An experimental investigation of a turbulent slot jet impinging

orthogonally onto a flat plate has been carried out. Hot-wire an-
emometry was employed to measure mean velocity and root mean
square velocity data with particular attention paid to the near-wall
region. It was found imperative to account for the effect of wall
interference on the near wall hot-wire data. In the present study,
this was done by carrying out a calibration of the hot-wire by
placing the entire probe/stage/plate assembly in a known flow
before measurement in the flow of interest.

The study provides experimental mean velocity data suitable
for validating fluid flow in slot impingement systems at Reynolds
numbers of 10,000, 20,000, and 30,000 forH/B ratios from
2–9.2. This data could be useful in developing and assessing tur-
bulence models in such systems without reliance on heat and mass
transfer data, which would require additional assumptions regard-
ing scalar transport. The peak value of normal stress near the wall
is found aty/B;0.025– 0.04, at a distance six to eight jet widths
away from the jet axis. The normal stress data for Re510,000 are
likely to be free of eddy averaging error. At the two higher Rey-
nolds numbers of 20,000 and 30,000, the wire length in wall units,
l 1 is between 21 to 45, larger than a recommended length of
22–25 @20,24,25# leading to possible eddy averaging error. It is
shown by comparison with@20# that the contribution due to this
error may be small at least in the viscous sublayer.

With the exception of the stagnation region where shear could
not be evaluated, it is found the velocity profiles follow the linear
behavior of the law of wall in the viscous sublayer. Skin friction
coefficients seem to have become Reynolds number independent
at a Reynolds number somewhere between 10,000 and 20,000.
Skin friction behavior at the target surface in slot impingement
systems depends upon the distance of the target surface from the
slot, however the variation among the threeH/B values of 2, 3,
and 4 was found to be small. Moreover, the shear for these low
H/B configurations shows a clear secondary peak that is absent at
higherH/B values.

JFE Data Bank
The full set of experimental data is presented in the file

‘‘jzexp.xls’’ using Microsoft Excel version 7.0.
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Nomenclature

B 5 slot width
Cf 5 tw /0.5rVcl

2 , skin friction coefficient
d 5 diameter of hot-wire
D 5 diameter of circular jet in@7#
H 5 distance from the slot and the impingement

plate
l 5 length of hot-wire

l 1 5 length of hot-wire in wall units
q 5 (U21V2)0.5

Re 5 Reynolds number based on slot width
U 5 time-averaged meanx direction velocity
u8 5 root mean square velocity inx direction

^u8u8&0.5/Vcl 5 nondimensional root mean square velocity inx
direction

Fig. 9 Variation of skin friction coefficient along the impinge-
ment wall for Re Ä10,000, 20,000, and 30,000 „a… HÕBÄ2, „b…
HÕBÄ3, and „c… HÕBÄ4

Fig. 10 Variation of skin friction coefficient along impinge-
ment wall for Re Ä20,000 „a… HÕBÄ2, 3, 4 and „b… HÕBÄ5, 6, 7, 8,
9.2
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^u8u8&/Vcl
2 5 nondimensional normal stress

u1 5 U/ut , meanx-direction velocity in wall units
ut 5 (tw /r)0.5, friction velocity
V 5 time-averaged mean velocity iny direction

v8 5 root mean square velocity inx-direction
Vcl 5 time-averaged mean velocity at slot exit

^v8v8&0.5/Vcl 5 nondimensional root mean square velocity iny
direction

x 5 coordinate along impingement wall
y 5 coordinate in the direction normal to the im-

pingement wall
y1 5 distance of the nearest measurement point from

the impingement wall
y1 5 yut /n, distance from wall in wall units

z 5 coordinate normal to thex-y plane
r 5 density
n 5 kinematic viscosity

tw 5 wall shear stress
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Plane Turbulent Surface Jets in
Shallow Tailwater
This paper presents a theoretical and laboratory study of plane turbulent surface jets in
shallow tailwater. The main objective was to show that when the depth of tailwater is
finite, the momentum flux in the forward flow in the surface jet decays appreciably with
the distance from the nozzle producing the surface jet. This decay is shown to be due to
the entrainment of the return flow which has negative momentum and an increase in the
tailwater depth further away from the nozzle produces this return flow. An extensive set of
experiments, with different Froude numbers and offset ratios, was conducted to observe
and quantify the growth of the surface jet, the decay of the velocity scale, and the mo-
mentum flux and the variation of the volume flux. On the whole, the results from this study
highlight the effect of the tailwater depth on the behavior of plane turbulent surface jets
when the ambient fluid has a limited extent.@DOI: 10.1115/1.1331556#

Keywords: Turbulent Jets, Limited Ambient, Free Turbulent Flows, Water Flow, Hy-
draulics

Introduction
For turbulent jets discharged from slots or orifices in walls into

large ambients at rest, it has been generally assumed~Albertson
et al.@1#, Schlichting@2#, and Rajaratnam@3#! that the momentum
flux would be preserved. In some experimental investigations
~Miller and Comings@4#; Goldschmidt and Eskinazi@5#; Heskes-
tad @6#, and Kotsovinos@7#!, it has been noticed that the momen-
tum flux decayed to some extent at large distances from the origin
of the jets. Kotsovinos@8# noticed that the momentum flux could
decay to about 80 percent of that at the source at a longitudinal
distance equal to 100bo for plane turbulent jets wherebo is the
slot width. Kotsovinos@8# attributed this loss of momentum flux
to the negative momentum carried by the entrained fluid which
approached the jet at an angle of aboutp/4 radians from the
forward direction of the jet. Based on an approximate integral
analysis, Kotsovinos@8# developed an equation to describe the
variation of the momentum flux with the longitudinal distance
from the nozzle producing the jet. Schneider@9# attempted to
explain this decay of momentum flux by combining the analysis
of the jet with the flow in the region surrounding the jet.
Schneider coupled the jet and the induced outer flow through mo-
mentum and volume balances.

Swean Jr. et al.@10# studied the variation of momentum and
mass fluxes as well as the growth for plane turbulent surface jets
with limited depth of tailwater. They conducted ten experiments
to study the effect of the finite depth of tailwater on the charac-
teristics of the surface jet and to observe the variation of the
momentum and volume fluxes and the breakdown of the surface
jet due to the limited depth of the ambient. They also used the
experimental results of Vanvari and Chu@11# and Rajaratnam and
Humphries@12#. Their results showed a momentum decay and a
break down~or variation from that of jets in infinite ambient! in
the velocity and length scales due to the jet confinement. The
study of Swean Jr. et al.@10# provides a general understanding of
the problem of surface jets with a finite depth of tailwater. Their
analysis did not consider the adverse pressure gradient in the mo-
mentum balance. As the depth of flow increases gradually in the
longitudinal direction, it is important to include the excess pres-
sure due to this increasing depth.

This paper presents the results of a theoretical and experimental

study of turbulent surface jets with finite depth of tailwater. It was
conducted to understand the nature of the jet growth, the decay of
the maximum velocity, the variation of the momentum and vol-
ume fluxes in the forward flow region of the surface jet, and the
effect of the depth of tailwater on these properties. Further, since
the authors have recently suggested the use of supercritical sur-
face jets for energy dissipation below certain types of hydraulic
structures~Ead and Rajaratnam@13#!, it was necessary to under-
stand the effect of tailwater depth on the behavior of these surface
jets.

Theoretical Considerations
Assume a plane turbulent surface jet of thicknessbo with a flow

rate per unit width ofQo , and momentum flux per unit width of
Mo entering a rectangular channel horizontally at a height ofZo
above the bed of the channel as shown in Fig. 1~a!. Let Uo be the
velocity of the jet at the nozzle. The downstream control gate is
adjusted so that the depth of flow at the nozzle is equal to (Zo
1bo) and that the surface jet enters the channel horizontally. Our
experimental observations~presented later! have shown that the
water surface rises gradually as the distancex from the gate or
nozzle increases and this increase becomes important for flows
with finite depth of tailwater. Assume thatd` is the maximum rise
in the water surface elevation~see Fig. 1~a!! and thatdx is the
corresponding rise at a section located at a longitudinal distance of
x from the gate. The maximum value ofdx is d` which occurs at
the section where the jet attaches to the bed. Assuming that the
pressure distribution is hydrostatic in the vertical direction, a lon-
gitudinal adverse pressure gradient is created to produce the return
flow underneath the surface jet, for the jet entrainment.

Assuming hydrostatic pressure distribution on the wall contain-
ing the nozzle and at the downstream section I-I~see Fig. 1~a!!
and that the velocity distribution at the nozzle and the downstream
section is uniform~see Fig. 1~b!! and neglecting the integrated
bed shear stress between the two sections, the continuity and the
momentum equations could be written as

Uobo5V~Zo1bo1d`! (1)

Mo2M`5gd`~Zo1bo!10.5gd`
2 (2)

whereV and M` are, respectively, the uniform velocity and the
momentum flux at the downstream section andMo is the momen-
tum flux at the nozzle.

Multiplying Eq. ~1! by rV and rearranging, Eq.~1! is rewritten
as
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M`

Mo
5

1

~11Zo /bo1d` /bo!
5

1

~11h!1u
(3)

Whereh5Zo /bo andu5d` /bo .
Dividing Eq. ~2! by Mo and rearranging, Eq.~2! becomes

12
M`

Mo
5

2u~11h!1u2

2Fo
2 (4)

Solving Eqs.~3! and ~4! we obtain a cubic equation inu as

u313~11h!u212@~11h!22Fo
2#u22hFo

250 (5)

Equation~5! has three real roots, one is positive and the other two
are negative. Since all the experiments had positive values ford` ,
the positive root of Eq.~5! was only considered as the relevant
solution. However, the negative roots~that represent a depression
in the water elevation! may be relevant for other problems. The
positive root of Eq.~5! can be written as

u5F 2

A3
A~11h!212Fo

2 cos~f/3!2~11h!G (6)

where f is a function ofh and the Froude numberFo at the
nozzle equal to@Uo /Agbo# and is described by the equation

f5tan21SA@~11h!212Fo
2#3

27Fo
4 21D (7)

With the exception of relatively small values ofh ~h,10 as
shown in Fig. 2!, f was found to be equal top/2. Using this value
of f, Eq. ~6! reduces to

u5@A~11h!212Fo
22~11h!# (8)

Further,M` can be evaluated by combining Eq.~3! and Eq.~8! as

M`

Mo
5~~11h!212Fo

2!21/2 (9)

It is interesting to note that substituting in Eq.~5! with h50, ~the
supercritical jet is on the bed!, results in a quadratic equation.
Solving this quadratic equation

u50.5~A118Fo
223! (10)

which is closely related to the well-known Belanger equation.
Based on these theoretical formulations, the variation ofu,

which is equal to the maximum rise in the water surface elevation
in terms of the slot width, with the offset ratioh, is shown in Fig.
3 as solutions of Eq.~8! for the jet Froude numberFo varies from
1.6–7.2. Figure 3 shows that for any given Froude number,u

decreases as the offset ratio increases. For the offset ratio equal to
100, u decreases from about 0.5 forFo57.2 to almost zero for
Fo51.6.

Equation~9! was plotted in Fig. 4 to show the variation of the
dimensionless momentum flux with the offset ratioh for the dif-
ferent Froude numbers. Figure 4 shows that the Froude numberFo
appears to have no effect on the momentum decay forh greater
than about 30. Figure 4 also shows that the momentum flux in
terms of that at the nozzle is equal to 0.04, 0.02, 0.013, and 0.01,
respectively, forh equal to 25, 50, 75, and 100.

Experimental Study
The surface jets were produced in a flume, 0.446 m wide, 0.60

m deep, and 7.6 m long, with aluminum bottom and Plexiglas
sides. Two pumps were used to supply the head-tank feeding the
flume. The discharge was measured by a magnetic flowmeter lo-
cated in the supply line. Water entered the flume through an open-
ing between two aluminum gates, provided with streamlined en-
trances thereby producing an uniform jet with a thickness ofbo .
A tailgate was used to control the tailwater depth in the flume. In
all the experiments, the tailgate was adjusted so that the jet issued
from the slot horizontally. False floors of different heights were
used to produce the required offset distanceZo .

Fig. 1 „a… Definition sketch; „b… flow pattern

Fig. 2 Variation of „f… with the offset ratio „h…

Fig. 3 Variation of „u… with the offset ratio „h… for different
Froude numbers

Fig. 4 Variation of „M` ÕMo… with the offset ratio „h… for differ-
ent Froude numbers
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A Prandtl tube with an external diameter of 3.0 mm was used to
measure the time-averaged longitudinal velocityu. Velocity dis-
tributions of the forward and backward flows were measured
along vertical sections at different longitudinal distances from the
nozzle producing the jet. Velocity measurements were also taken,
when needed, downstream of the line of the jet attachment to the
bed. All the measurements were taken in the middle third of the
flume. One transducer, of the Validyne model~DP45-16!, was
used in the experiments to measure the pressure difference indi-
cated by the Prandtl tube. The output of the transducer was con-
nected to a Macintosh IIfx computer. When the pressure differ-
ence was outside the transducer range~625.4 mm!, the pressure
connections were switched to a manometer board. The computer
displayed the results on a strip chart on the screen in real time.
When the required number of samples~usually 5000! were re-
corded at each point with a sampling rate of 40 samples/s, the
computer processed all the samples to obtain the mean value and
the standard deviation for each variable and saved the results in an
open file. The computer programs used in the experiments were
written in Lab View Language. The method introduced by Kline
and McClintock @14# and Kline @15# was used to estimate the
accuracy of the velocity measurements in our experiments. It was
found that the relative error in velocity was equal to60.06 per-
cent and66 percent foru equal to 1 and 0.1 m/s. It was estimated
that the error due to viscous effects~Chue @16#! was about 1
percent for a velocity as low as 0.1 m/s.

A total of nine experiments were conducted and the primary
details of these experiments are shown in Table 1. The values of
the various parameters (bo ,Zo ,Uo) were selected to achieve a
wide range of the offset ratio and the Froude number. Seven offset
ratios of 5, 10, 20, 25, 30, 50, and 100 were used. Experiments
were conducted for Froude numbers equal to 1.6, 2.4, 2.9, 4.0,
4.8, 6.0, and 7.2. The Reynolds number of the jet was in the range
of 5000–43000.

Analysis of Results
As soon as the jet issues from the slot, a recirculating-flow

region starts to develop between the jet and the bed of the flume
~see Fig. 1~b!!. Figures 5~a!–~c! show velocity profiles for offset
ratios of 50, 30, and 5, respectively, withFo57.2, 6.0, and 1.6.
These typical velocity profiles show the forward and backward
flows. The bottom of the forward flow was estimated from these
velocity profiles. For the profiles shown in Fig. 5~a!, the jet at-
tached to the bed at a distance of approximately 3.2 m from the
wall and this location was found using dye injection. For the cases
shown in Figs. 5~b!–~c!, the jet attached to the bed at distances of
2.0 m and 0.5 m, respectively. Several complete velocity profiles
at differentx-stations from the gate were used to check for the
validity of the two-dimensional continuity equation. By integrat-
ing these velocity profiles, a maximum error of about 8 percent
was obtained~with most of the errors not exceeding 5 percent!
indicating that the assumption of a two dimensional model was
reasonable.

If Le is the length of the recirculating region~or the eddy
length!, it could be written that

Le5 f 1@Uo ,bo ,n,Zo# (11)

wherein gravitational effects are neglected and this assumption
was well substantiated by our experiments.~It should be pointed
out that if there is significant surface wave activity near the jet, the
acceleration due to gravity g will have to be included in Eq.~11!.!
Using the Pi theorem, it can be shown that

Le

bo
5 f 2FZo

bo
,
Uobo

n G (12)

For large values of the Reynolds number, viscous effects may be
neglected and Eq.~12! reduces to

Le

bo
5 f 3FZo

bo
G (13)

The experimental results are shown plotted in Fig. 6 withLe /bo
versusZo /bo . Figure 6 shows a linear relationship between the
eddy lengthLe and the offset distanceZo . The best-fit linear
equation shows thatLe is 6.5 timesZo . Rajaratnam@17# found
this constant to be approximately 7.5.

The velocity measurements in the surface-jet zone show that
the maximum velocityum occurs at or very near the free surface.
To test for the similarity of the forward-flow velocity distribu-
tions, the maximum velocity,um , at any station was chosen as the
velocity scale. The length scale,b, is the distance between the
point of um and that of 0.5um . Figure 7 shows the velocity dis-
tribution in the partially-developed flow region. In this figure,
u/um was plotted against (yo2y)/b whereyo is the depth of flow
at any station andy is the height above the flume bed, of the point
under consideration. This plot represents a station located ap-
proximately in the middle of the developing region~at x/bo56!.
Within the potential core, the velocity is constant whereas outside
the potential core, the distribution of the velocity is almost linear.

Velocity distributions in the fully-developed flow region
(x/bo>12) for the nine experiments are shown in Fig. 8. A study
of these profiles established that the velocity distributions are
similar. The similarity profile is almost linear. This linear velocity
distribution has been observed earlier by Wu and Rajaratnam@18#
and can also be observed in the results of Swean Jr et al.@10#.
There is some scatter in the data near the bottom of the forward
flow region and this could be due to the interaction with the back-
ward flow and the resulting turbulence.

Having found that the velocity profiles in the forward flow are
similar, it is necessary to study the variation of the velocity scale,
um , and the length scale,b, with the distancex. Figure 9~a! shows
the decay of the maximum velocityum at any section in terms of
the velocity of the jet at the nozzleUo with the normalized dis-

Fig. 5 „a…–„c… Typical velocity profiles

Table 1 Primary details of experiments
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tance from the gatex/bo . The decay of the maximum velocity
shows the existence of two stages. The first stage represents the
plane surface jet with large depth of tailwater and starts at the end
of the development region. The decay of the normalized velocity
scale in this region can be described by the following equation

um

Uo
5

4.20

Ax/bo

(14)

The second stage of the velocity decay starts at a distancexo from
the gate, where the observations begin to deviate from the curve
describing Eq.~14! and the maximum velocity decays more rap-
idly. The value ofxo , varies with the offset ratio as shown in Fig.
9~b!. These considerations show that as the tailwater depth de-

creases, the length of the first stage of decay decreases and the
maximum-velocity decay will be more rapid. It was also found
that the Froude number does not have any noticeable effect on the
velocity decay.

A breakdown in the growth of the length scale,b, occurred in
all the nine experiments, as shown in Fig. 10. The location of this
breakdown, where the rate of growth begins to deviate from the
linear growth rate of surface jets in deep tailwater, was very close
to the location where the corresponding breakdown occurred in
the velocity scale variation. The original growth rate of the jet
half-width was 0.065, which is somewhat smaller than the value
of 0.07 found by Rajaratnam and Humphries@12#. After the
breakdown, the jet half-width grew at a rate which varied from
0.007–0.033.

It may be observed from Figs. 5~a!–~c! that at anyx-station the
mean velocityur in the reverse flow below the surface jet is al-
most uniform except near the bed. The variation of the mean
velocity ur with distancex was found to depend only on the offset
ratio Zo /bo . The maximum value of the reverse-velocity,urm ,
was found to decrease as the offset ratio increased and can be
described by the equation

S urm

Uo
D511* 1024F S Zo

bo
D2175G ~r 250.95! (15)

If xrm , is the value ofx whereurm occurs,xrm /bo was found to
increase with the offset ratio and can be described by the equation

S xrm

bo
D52.65F S Zo

bo
D17.65G ~r 250.99! (16)

Equations~15! and ~16! show that for an offset ratio equal to 5
and 100, the normalized maximum reverse velocity is 0.19 and
0.08, respectively, and the normalized locations of these values
are about 33.50 and 285.25, respectively.

Then for every experiment, at each section where velocity ob-
servations were made, the forward flow rateQ and momentum
flux M per unit width were calculated as the sum of the fluxes
through thin strips~of thickness varying from 2.5–20 mm!. Figure
11 shows the variation of the relative dischargeQ/Qo in the

Fig. 6 Variation of the eddy length with the offset ratio

Fig. 7 Velocity distribution in partially-developed flow „x Õb o
Ä6…

Fig. 8 Velocity distribution in fully-developed flow „x Õb oÐ12…
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surface jet with distancex/bo and a number of interesting obser-
vations could be made from a study of Fig. 11. First, the relative
discharge increases with the relative distance at the same rate as
that of the surface jet with large tailwater up to a certain section
and then deviates from it, to reach eventually the value of one.

Second, the maximum value of the relative discharge decreases
from about 4 forZo /bo5100 to 1.5 forZo /bo55. Third, the
discharge variations in experiments 2, 3, and 4 were almost iden-
tical confirming the independency of the jet characteristics of the
Froude number. IfxQm , is the longitudinal distance where the
relative discharge reaches the maximum value,xQm /bo decreases
from about 200 forZo /bo5100–about 20 forZo /bo55. For a
surface jet with very large value ofZo /bo , the variation ofQ/Qo
with x/bo should be independent of the offset ratio and for such a
jet, Q/Qo5constant(x/bo)0.50. This equation is shown plotted in
Fig. 11 with the value of the constant chosen as 0.35. Detailed
correlations for the various characteristics of the jet can be found
in Ead @19#.

It was mentioned earlier that the surface jet loses a substantial
portion of the momentum flux as it travels downstream when the
depth of tailwater is relatively shallow. Figure 12 shows the varia-
tion of the normalized momentum flux of the surface jet with the
normalized distance from the nozzle for different offset ratios. A
relatively simple equation was found to describe this variation and
is written as

M

Mo
5cosF S p

« D •S x

bo
D G (17)

where « is a function of the offset ratio and is given by the
equation

Fig. 9 „a… Variation of the maximum jet velocity with distance; „b… effect of the
offset ratio on the breakdown distance

Fig. 10 Variation of the jet half-width with distance

Fig. 11 Variation of the surface jet discharge with distance
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«58.80S Zo

bo
113.40D ~r 250.98! (18)

It can be seen also from Fig. 12 that the Froude number has no
effect on the momentum-distribution profiles. It should be remem-
bered that the great percentage of the momentum that is lost is
converted into pressure in the form of a water depth increase.
Table 2 shows a comparison between the measured and calculated
momentum fluxes. For offset ratios equal to 100, 50, 30, 20, and
10, the measured values ofM /Mo are equal to 0.05, 0.06, 0.03,
0.05, and 0.08 while the calculated values are equal to 0.01, 0.02,
0.03, 0.05, and 0.08, respectively. Also shown in Table 2 are the
locations of the attachment sections and the locations where the
momentum flux was measured. For offset ratios<30, the momen-
tum was measured in the uniform flow region~at section I-I or
further downstream! while for offset ratio equal to 100 and 50, the
momentum flux was measured at the attachment section. This is
the reason why the measured momentum fluxes for these two
offset ratios are relatively higher than the model values. Based on
the above results, it may be concluded that this model is quite
efficient in calculating the momentum flux in the uniform flow
region for surface jets in shallow tailwater.

Conclusions
For turbulent surface jets in shallow tailwater, it was shown

theoretically and experimentally that the momentum flux is not
preserved. In the theoretical study, the momentum loss and the
pressure increase were evaluated at a section downstream of the
line of the jet attachment to the bed. The experimental results
showed that the length of the return-flow region is about 6.5 times
the offset distance. The velocity profiles in the surface jet were
found to be similar, in the developing as well as in the developed
regions. Two stages were seen to exist in the decay of the maxi-
mum velocity. The rate of the velocity decay in the first stage was
independent of the relative depth of the tailwater whereas the
faster rate in the second stage depended on it. The length of the
first stage of decay was directly proportional to the offset ratio.
The length scale of the jet grew at a rate of 0.065 in the early stage
and the rate of growth was much smaller in the second stage. The
volume flux in the surface jet with limited tailwater was affected
significantly. The decay of the momentum flux in the surface jet
with the distance from the nozzle was observed and correlated
with the offset ratio and the relative longitudinal distance. On the

whole, the results from this study highlight the effect of limited
tailwater depth on the behavior of plane turbulent surface jets.
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Nomenclature

b 5 length scale for surface jet
bo 5 slot width
Fo 5 supercritical Froude number at the slot

g 5 acceleration due to gravity
Le 5 length of backward flow region~eddy length!
M 5 surface-jet momentum flux at any station

M` 5 momentum flux in the uniform flow region
Mo 5 surface-jet momentum flux at the slot

Q 5 surface-jet discharge per unit width
Qm 5 maximum value ofQ
Qo 5 value ofQ at the slot
r 2 5 correlation coefficient
R 5 Reynolds number
u 5 time-averaged velocity at any point

um 5 maximum value ofu
Uo 5 velocity issuing from the slot
ur 5 depth-averaged reverse velocity

urm 5 maximum value ofur
V 5 uniform velocity of the flow when the jet occupies the

whole depth
x 5 longitudinal distance measured from the wall

xo 5 the distance at which the velocity and length scales
breakdown

xQm 5 distance at which the surface-jet discharge is maximum
xrm 5 the distance at which the maximum reverse velocity

occurs
y 5 height above the bed

yg 5 water depth at the gate5Zo1bo
yo 5 the depth of flow~equals toZo1bo1dx!
Zo 5 height of the lower edge of the slot above the bed
dx 5 increase of water surface elevation at a section ofx

distance from the wall
d` 5 maximum value ofdx

« 5 function of the offset ratio
f 5 function of the offset ratio and the Froude number
g 5 specific weight of water
h 5 Zo /bo
m 5 dynamic viscosity
n 5 kinematic viscosity
u 5 d` /bo
r 5 density of water

Fig. 12 Variation of the surface jet momentum flux with distance

Table 2 Measured and calculated momentum fluxes
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The Compressible Calibration of
Miniature Multi-Hole Probes
This work presents the development of a data reduction algorithm for non-nulling, mul-
tihole pressure probes in compressible, subsonic flowfields. The algorithm is able to
reduce data from any 5- or 7-hole probe and generate very accurate predictions of the
velocity magnitude and direction, total and static pressures, Mach and Reynolds number
and fluid properties like the density and viscosity. The algorithm utilizes a database of
calibration data and a local least-squares interpolation technique. It has been tested on
four novel miniature 7-hole probes that have been calibrated at NASA Langley Flow
Modeling and Control Branch for the entire subsonic regime. Each of the probes had a
conical tip with diameter of 1.65 mm. Excellent prediction capabilities are demonstrated
with maximum errors in angle prediction less than 0.6 degrees and maximum errors in
velocity prediction less than 1 percent, both with 99 percent confidence.
@DOI: 10.1115/1.1334377#

Introduction
The multi-hole pressure probe is a cost effective, robust and

accurate method for determining three-dimensional velocity vec-
tor and fluid properties such as density and viscosity in any un-
known flowfield. For steady-state measurements, 5- and 7-hole
probes are capable of resolving flow angularities up to approxi-
mately 75 degrees and predict the flow conditions with high ac-
curacy. The use of measurement techniques such as Laser Doppler
Velocimetry~LDV ! and Particle Image Velocimetry~PIV! have a
number of disadvantages compared to multi-hole probes. LDV
and PIV require the use of costly components, such as lasers and
optical equipment. Both methods are complex and require pains-
taking alignment of the lasers and optical equipment to achieve
accurate flow predictions, and it is often impossible to get good
results outside the laboratory environment.

A calibrated probe can be inserted into an unknown flowfield
and accurately predict the velocity vector by recording the port
pressures and comparing them with a calibration database through
a set of nondimensional coefficients. By interpolation of the re-
corded angles and pressure coefficients in the calibration database
the velocity vector is accurately predicted. The development of a
high-accuracy data reduction algorithm for 5- and 7-hole pressure
probes is described herein.

Historically, a number of different calibration techniques have
been utilized for multi-hole probes, all with their own advantages
and difficulties. A commonly used method for hemispherical
probe tips has been to apply the potential flow equations for a
sphere to relate the flow angle velocity magnitude with the pres-
sure differentials measured by the probe. Kjelgaard@1# used this
technique on a hemispherical tipped 5-hole probe. The potential
flow calibration method is a direct calculation of properties from a
theoretical probe model. This approach is very sensitive to con-
struction defects of the probe tip. Multi-hole probes are generally
desired to be small such that the flow disturbance caused by the
probe can be kept to a minimum. When minimizing the probe tip,
construction imperfections become increasingly inevitable, and
the relative impact of the imperfections is increasing. Thus, a
theoretical model will be inaccurate because of discrepancies be-
tween the theoretical probe geometry and the physical probe. To
compensate for the manufacturing defects, each probe has to be
calibrated individually using extensive calibration routines. To ac-

count for compressibility and viscous effects, probes are also of-
ten calibrated over a range of Mach and Reynolds number.

Multi-hole probes are typically calibrated by inserting the probe
into a flowfield of known magnitude and direction. The probe is
then rotated and pitched through a range of known angles, to
simulate every possible measurable velocity inclination. For each
of the specific angles the pressures from all the pressure ports are
recorded and stored in a database. Angle increments are typically
in the range of 0.5–5 degrees yielding a database with several
thousand data points, each with a pressure signature that is unique
for that angle inclination and velocity magnitude. Unless the
probe is physically damaged, it will keep its characteristics and
only one calibration is required for the lifetime of the probe.

Several methods of comparing the measured pressures from an
unknown flowfield with the calibration database have been devel-
oped. Bryer and Pankhurst@2# applied relationships derived from
a set of pressure coefficients over the different flow regions of the
probe. On a 5-hole probe the measuring regions on the probe were
divided into one low angle regime and four high angle regimes
corresponding to the center port and each of the peripheral ports,
respectively. The calibration data was used to derive empirical
relationships representing the relative angle inclinations and the
magnitude of the velocity vector in terms of the measured pres-
sure coefficients. Using the calibration data points, polynomial
curve fits were generated that described the variation of the angle
and pressure coefficients throughout the calibration domain. Re-
diniotis et al.@3# derived polynomial fits for calibration data for
conical 7-hole probes. Further they divided the port specific re-
gions into several sections thus increasing the number of regions
for which polynomials were used to describe the calibration coef-
ficients. They created 8 regions describing the low angle flow
~where the center port senses the highest pressure! and 12 high
angle regions~where one of the 6 peripheral ports senses the
highest pressure!. The method of subdividing the regions in-
creased the agreement of the polynomial fit through the calibra-
tion points, but did not necessarily ensure well-behaved calibra-
tion surfaces between data points.

The polynomial fit techniques mentioned are global in nature,
that is: they generate polynomial fits for relatively large sectors or
regions. Though Rediniotis et al.@3# reduced the region size by
subdividing the sectors, the individual regions were still large and
could, depending on the density of the calibration data, contain
hundreds of data points. Using polynomial fits for large regions
can cause the overall prediction accuracy to decline because of the
large number of calibration points the fit tries to model. Zilliac@4#
calibrated conical tipped 7-hole probes for use in flowfields with
high angularity. For each of the calibration points, the seven port
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pressures, the total pressure and the known pitch and roll angles
were recorded in a database. Sets of nondimensional angle and
pressure coefficients were also stored in the calibration database.
For a calibrated probe in an unknown flowfield the seven port
pressures were recorded and the nondimensional coefficients cal-
culated. The sector is determined by the maximum recorded pres-
sure and the corresponding pressure coefficients in the database
were identified. Rather than using a sector wide curve-fitting ap-
proach, he used an Akima interpolation~IMSL subroutine! of the
calibration data and thus approximate flow conditions were iden-
tified.

Applying the two different approaches described above, the re-
gional polynomial fit and the quasi-local data point interpolation,
a method is derived to calculate a polynomial interpolation that is
local in nature. Using only a few selected data points that have
similar coefficients as the measured coefficients, a low-order poly-
nomial fit is created. Using this method the calibrated probe can
be inserted into an unknown flowfield at a known location and
angle relative to the test area coordinate system. The port pres-
sures from the probe are recorded and compared with the port
pressures in the calibration file through the independent nondi-
mensional pressure coefficients. When theN most similar pressure
signatures are located in the calibration database, four low-order
least-squares polynomials~pitch and roll angle, total and static
pressure coefficient! are created using the data points and inde-
pendent coefficient values found in the calibration database. From
the total and static pressure coefficients the local total and static
pressures are determined. The predicted angles of the unknown
flow is relative to the probe coordinate system. To get the angles
relative to the test area coordinate system a simple transformation
is performed using the probe mounting geometry. The velocity
magnitude is calculated from the total and static pressure coeffi-
cients using perfect gas laws. Thus the velocity vector, both mag-
nitude and direction can be found for any unknown subsonic flow-
field. Four miniature 7-hole probes have been calibrated at NASA
Langley Flow Modeling and Control Branch, and the data results
presented herein are from the calibration and data reduction using
these probes.

Experimental Facility Description
The NASA LaRC Probe Calibration Tunnel~PCT! is a variable

density, pressure tunnel that can independently control Mach
number, Reynolds number, and total temperature. The PCT con-
figuration for 7-hole probe calibration is shown in Fig. 1. This
open return tunnel is supplied from a 3400 kPa bottle field and
exhausts into either a baffled atmospheric trench or vacuum
sphere. The air is preheated with a steam heater to compensate for

the gross Joule Thompson temperature effects. A secondary elec-
tric heating system is used to set the final tunnel total temperature.
The interaction of the temperature and pressure systems is depen-
dent on the mass flow through the system. The tunnel operator
selects the mode of operation to maintain Mach number variations
less than 1 percent of set value, tunnel pressure variations less
than 0.7 kPa, and tunnel temperature variations less than 0.5°C. If
at any time the tunnel conditions deviate more than these bound-
aries the probe data acquisition system is paused then resumed
when the conditions are reestablished. The test envelope for this
test is shown in Fig. 2. At each of the conditions in the test
envelope the probe is calibrated in increments of 2 degrees in both
the pitch and yaw angle.

Local Least-Squares Data Reduction Algorithm

Description of the Calibration Method. Multi-hole probes
are generally calibrated by inserting the probe into a flowfield of
known magnitude and direction. The probe is mounted on a tra-
versing system capable of pitching and rolling the probe. While
the flow magnitude and direction stays constant, the probe is
pitched and rolled through a set of known angles relative to the
flow direction, keeping the location of the probe tip fixed. For
each of these sets of angles all of the port pressures from the
probe are recorded. A typical system consists of two stepper mo-
tors that can vary the probe anglesu ~pitch/cone! and w ~roll!
within the ranges 0–90 and2180 to 180 degrees, respectively.
Using high stepping resolutions the entire calibration domain is
covered and up to several thousand discrete calibration points de-
scribe every possible angle inclination for the probe. The stand-
alone probe positioning system is shown schematically in Fig. 3.
The physical construction and geometric properties of the calibra-
tion rig will dictate the type of angles that are recorded in the
calibration process. Depending on the type of probe used~whether
straight, L-shaped or other! and the setup of the probe calibration
facility, the relative angle between the flow and the probe tip can
be defined in a number of ways. There are two typical angle
conventions widely used, both applicable to the probe calibration
facility shown in Fig. 1. When a straight probe is calibrated in the
probe calibration facility shown in Fig. 3 the recorded angles are
the cone and the roll angles. The roll angle is the roll of the probe
around its longitudinal~stem! axis and the cone angle indicates
the angle between the flow and the probe tip. When an L-shaped
probe calibrated in the same facility the angles recorded will be
the pitch and yaw angle of the probe relative to the flow. The two
different systems of angles are also used to describe low angular-
ity and high angularity flow, respectively~Gerner and Maurer

Fig. 1 Probe calibration tunnel configuration for 7-hole probe
calibration

Fig. 2 Seven-hole probe test envelope, shows Mach and Rey-
nolds number distribution in the calibration database for total
pressures of 117, 220, and 414 kPa
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@5#!. The four probes used in the current analysis~Fig. 4! are
‘‘L-shaped’’ and most conveniently calibrated using pitch and
yaw angles~a, b!. See Fig. 5.

Data Reduction Algorithm. The data reduction algorithm is
designed to handle a wide variety of probe types and calibration
configurations. The user creates a probe profile that describes the
angle orientation for the calibrated probe, port orientation, calibra-
tion file format and the units of the data values. Thereafter the
calibration files are analyzed and the nondimensional angle and
pressure coefficients are calculated. The conversion from the pitch

and yaw angles~used for low angularity flow! to the cone and roll
angles~used for high angularity flow! is ~Figs. 5 and 6!:

u5cos21~cosa cosb! (1)

f5tan21S sina

tanb D (2)

It is not necessary to use the two distinct coordinate systems
internally in the calibration routine, however both the high angle
notation and low angle notation will be included in this discussion
for completeness. The reference to low angle and high angle co-
ordinates systems is based on notation found in literature. The
developed algorithm uses the pitch and yaw angle system inter-
nally due to simplicity and uniqueness of the angles~there is no
discontinuity at 0 or 360 degrees roll!.

Each sector on the face of the probe~Figs. 7 and 8! is identified
by the pressure port that senses the highest pressure for all pos-
sible flow inclinations within that sector. The flow over a 5- or
7-hole probe is divided into low-angle and high-angle flow re-

Fig. 3 Schematic drawing of typical probe positioning assem-
bly

Fig. 4 Schematic of 7-hole conical tip probe used by NASA
Langley „all dimensions in mm …

Fig. 5 Pitch and yaw angle definitions

Fig. 6 Cone and roll angle definitions

Fig. 7 Sector view of a 5-hole probe
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gimes. Low-angle flow is identified when pressure port 1, the
central port, has the highest pressure. High-angle flow is identified
when the highest pressure is recorded in one of the peripheral
ports 2–5 for a 5-hole probe and ports 2–7 for a 7-hole probe.

The local velocity vector at any measurement location can be
fully characterized by four variables. For low-angle flow these
variables are: pitch anglea, yaw angleb, total pressure coefficient
At and static pressure coefficientAs . For high-angle flow the
variables are: cone angleu, roll anglef, At , andAs . These quan-
tities are determined as functions of two non-dimensional
pressure-coefficients formed from the 5 or 7 measured pressures:
ba , bb for low-angle flow andbu , bf for high-angle flow~Redi-
niotis et al.,@3# Everett et al.@6#!.

For a 5-hole probe in the low angle flow regime~sector 1! the
following definitions are used

ba5
~p21p42p52p3!

2•q
(3a)

bb5
~p51p22p32p4!

2•q
(3b)

At5
~p12pt!

q
(3c)

As5
q

~pt2ps!
(3d)

The pseudo dynamic pressure,q, is defined as

q5p12
~p21p31p41p5!

4
(3e)

For a 5-hole probe in the high angle flow regime~sector 2–5! the
following definitions are used

bu5
~pi2p1!

q
(4a)

bf5
~p12p2!

q
(4b)

At5
~pi2pt!

q
(4c)

As5
~pi2ps!

q
(4d)

The pseudo dynamic pressure,q, is defined as

q5pi2
~p11p2!

2
(4e)

For a 7-hole probe in the low angle flow regime~sector 1! the
following definitions are used

ba5
1

)
•

~p61p42p72p5!

q
(5a)

bb5
~p22p3!

q
1

~p61p72p42p5!

2•q
(5b)

At5
~p12pt!

q
(5c)

As5
q

~pt2ps!
(5d)

The pseudo dynamic pressure,q, is defined as

q5p12
~p21p31p41p51p61p7!

6
(5e)

For a 7-hole probe in the high angle flow regime~sector 2–7! the
following definitions are used

bu5
~pi2p1!

q
(6a)

bf5
~p12p2!

q
(6b)

At5
~pi2pt!

q
(6c)

As5
q

~pt2ps!
(6d)

The pseudo dynamic pressure,q, is defined as

q5pi2
~p11p2!

2
(6e)

In the previous definitionspi is the highest measured pressure
~at the i th port!. Looking into the probe tip:p1 and p2 are the
pressures measured by the peripheral holes adjacent to porti, in
the clockwise and counterclockwise direction respectively. The
input coefficientsba ,bu will be referred to asb1 andbb ,bf will
be referred to asb2 in the remainder of this text because many of
the processes described below use both high and low angle defi-
nitions in the same manner. In the description of the local least-
squares data reduction algorithm, the 7-hole definitions will be
used however the same principles apply to the 5-hole probe defi-
nitions.

In the preprocessing scheme the probe calibration files are used
to create a new calibration database that contains for all velocity
inclinations all of the dependent and independent non-dimensional
coefficients described in Eqs.~5a!–~6e!. A scaling factor,
Db2/Db1, is introduced to bring the input coefficient scales on the
same scale and thus simplify 2D interpolation of values based on
Euclidean distances. This factor is defined using the maximum
and minimum values of the independent coefficients found in the
calibration file, and is stored in the calibration database:

Db2

Db1
5

~b2C!max2~b2C!min

~b1C!max2~b1C!min
(7)

Fig. 8 Sector view of a 7-hole probe
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Data Reduction Procedure. The calibrated probe is ready to
be used to determine the flow conditions in an unknown flowfield.
When the probe is inserted into an unknown flowfield seven port
pressures are recorded and the independent non-dimensional co-
efficientsb1 andb2 are calculated. That is:ba and bb for low
angle flow~center port senses the highest pressure! andbu andbf
for high angle flow~one of the peripheral ports senses the highest
pressure!. The second step is to find the closest values of the
independent coefficients in the calibration file compared to the test
values. The closest data points are found in terms of Euclidean
distance

dj5AS Db2

Db1
~~b1C! j2b1T! D 2

1~~b2C! j2b2T!2 (8)

where the indexj is the calibration point number anddj is the
Euclidean distance from the independent coefficients of the tested
point (b1T ,b2T) to the scaled~using Eq.~7! independent coeffi-
cients in the calibration file (b1C ,b2C) j .

The coefficient definitions forb1 andb2 are sensitive to which
sector senses the highest pressure. For a test point lying close to
the boundary between sectors, a method of selecting points from
both the sector with highest pressure~the primary sector! and up
to two adjacent sectors is introduced. The adjacent sectors use the
nondimensional coefficient definitions in the primary sector to
make the independent coefficients (b1C ,b2C) from the different
sectors comparable. The overlap or sub-sector size is chosen as
percentage of the maximum port pressure of the test point. Each
calibration point is given a three-digit number to identify the pri-
mary sector and any adjacent sectors. The algorithm will search
the calibration database for calibration points that have the same
or a specific combination of the three-digit code for the test point.
Example: Port 3 has the maximum pressure of 10.0 and we use a
multi-region overlap percentage of 25 percent. Say port #5 has a
pressure of 8.0~within 25 percent of max pressure! and all other
ports have pressures less than 7.5~not within 25 percent of max
pressure!.

In Fig. 9 the diamond indicates the test point and the circles
indicate the calibration points. The algorithm will in this case
consider calibration points from sectors 3 and 5 for the local in-
terpolation.

It is necessary that the selected calibration points (b1C ,b2C)
be distributed around the test point (b1T ,b2T) to obtain a well-
behaved polynomial surface and allow for interpolation rather
than extrapolation. A procedure will check if the closest calibra-
tion points in triplets form a triangle around the test point in the
b1-b2 plane. The original ranking of the closest points based on
Euclidean distance,dj , can be altered to ensure that~if at all
possible! the combination of the three overall closest calibration
points forms a triangle around the test point. Alternatively, four
sides or more could also be used.

In Fig. 10 the star indicates the test point (b1T ,b2T) and the
circles at the corners of the triangles indicate the closest selected
calibration points (b1C ,b2C) that are also checked for the trian-
gulation requirement. The triangles are calculated by finding the
direction of the vectorsn̂1 , n̂2 and n̂3 . See Fig. 11.

n̂15APW3ACW (9a)

n̂25CPW3CBW (9b)

n̂35BPW3BAW (9c)

whereP is the test point (b1T ,b2T) and A, B, C are three cali-
bration points (b1C ,b2C) j . n̂1 , n̂2 andn̂3 are directional vectors
normal to theb1-b2 plane. If all the three vectors have the same
direction the test pointP is within the triangle, otherwiseP is
outside the triangle.

Calibration points far from the tested point~in theb1-b2 plane!
are assumed to have little or no influence on the calculation.
Therefore, a local interpolation scheme is used and only calibra-
tion points close to the test point are used in the evaluation. A
least-squares surface fit technique is used to calculate the two flow
angles and the two pressure coefficients as functions of the inde-
pendent input variables.

a5a~b1,b2! (10)

Similarly for b, u, f, At , and As . The selected closest and
triangulation-checked calibration points~minimum number deter-
mined by the order of the polynomial surface! are used to calcu-
late four separate interpolation surfaces. Each surface is calculated
using a polynomial with coefficients calculated by a least-squares
approximation method. For a first-order surface the following
polynomial is used

f ~b1,b2!5a01a1•b11a2•b2 (11)

Fig. 9 Typical local distribution of calibration point
Fig. 10 Local least-squares interpolation surface with triangu-
lation in the b1-b2 plane

Fig. 11 Triangulation scheme in the b1-b2 plane
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wheref can be any of the dependent variablesa, b, u, f, At , As
anda0 , a1 , a2 are the least-squares polynomial coefficients. The
coefficients are calculated using the least-squares criterion de-
scribed by

S5(
i 51

N

s i
25min (12)

whereN is the number of calibration points used in the approxi-
mation ands i is the distance from each separate calibration point
~e.g., (aC ,b1C ,b2C) j ! to the closest point on the calculated sur-
face. The procedure will find the polynomial coefficients~a0 , a1 ,
anda2! that minimize the sum of the square of the distances,s i .
By entering the measured input coefficients (b1T ,b2T) into the
calculated functionf (b1,b2), interpolated values foraT , bT ,
uT , fT , (At)T and (As)T are obtained. The angle or pressure
coefficient surfaces for the probe is assumed to be smooth locally
and not exhibit any large gradients or discontinuities. The local
least-squares method generates a surface that does not directly go
through all the calibration data points, but is rather an average
surface. A standard polynomial surface fit can exhibit large fluc-
tuations because the surface is required to go through all the data
points. The least-squares surface will moderate the effect of a
badly selected or measured point and create the best overall sur-
face fit.

The angles (aT ,bT) for low angle flow, or (uT ,fT) for high-
angle flow, and the pressure coefficients (At)T , (As)T are given
directly by the least-squares interpolation. The total pressure and
static pressure are calculated from the nondimensional pressure
coefficients (At)T , (As)T

pt5pi2~At!T•qT (13a)

ps5pt2
qT

~As!T
(13b)

In Eqs. ~13a! and ~13b! the pressurepi is the port with maxi-
mum pressure andqT is the pseudo dynamic pressure at the test
point ~from Eq.~8e! or ~9e!!. The velocity magnitude and the flow
conditions are calculated using adiabatic, perfect gas relationships
for air @7#. Mach number from total pressure and static pressure:

M5A5•S S pt

ps
D 2/7

21D (14)

Temperature and velocity magnitude are calculated from

T5
Tt

~11M2/5!
(15)

U5M•Ag•R•T (16)

The Cartesian velocity components are calculated from the fol-
lowing equations

u5U•cosa•cosb (17a)

v5U•sinb (17b)

w5U•sina•cosb (17c)

The viscosity is calculated from the Sutherland law:

m5m0•S T

T0
D 3/2

•S T01S

T1S D (18)

where S is the Sutherland constant. For air:S5111 K, m0

51.1716E25 m2/s and T05273 K. Reynolds number per unit
length

Re

1
5

U•r

m
(19)

The data reduction procedure described above is repeated for each
separate test data point. The flowchart in Fig. 12 shows an over-
view of the process.

Compressibility and Viscosity Effects
The nondimensional coefficients have a slight dependence on

Mach and Reynolds number~Krause and Dudzinski@8#,
Ainsworth et al.@9#, Dominy and Hodson@10#. Since the depen-
dence is small, the pressures measured by the probe in an un-
known flowfield can be used with a calibration file from any Mach
and Reynolds number to estimate the angles within a few degrees
and the velocity magnitude within a few percent. Approximate
Mach and Reynolds number for the flow is also obtained. Reduc-
ing test data with a calibration file from the same flow conditions
will yield the most accurate predictions, thus to obtain high pre-
diction accuracy throughout the entire subsonic regime, it is nec-
essary to calibrate the probe over a wide range of Mach and Rey-
nolds number. By reducing test data from an unknown flowfield
with a range of calibration files, it is possible to find the best-
predicted flow conditions by proper interpolation between the re-
sults from the separate files. Everett et al.@6# introduced a com-
pressibility coefficient to correct for the Mach number effects. A
similar approach was attempted using a compressibility coeffi-
cient in conjunction with the interpolation based on the dependent
coefficientsb1 and b2. No consistent prediction accuracy was
achieved with this method. Thus, in the luxury of having the
probes calibrated at a wide range of Mach and Reynolds numbers
in small increments, a data reduction based solely on the depen-
dent coefficientsb1 andb2 was chosen. The four probes were
calibrated at Mach numbers equal 0.1–0.8, with total pressure
(Pt) at 117, 220 and 414 kPa which yields a Reynolds number
range from 2.5•106 m21 to 52•106 m21. Each of the dotted lines
represents a different wind tunnel total pressure during the cali-
bration ~Fig. 2!.

Fig. 12 Data reduction process
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The nondimensional coefficients dependence on Mach and
Reynolds number are shown in Figs. 13–16. The observed ranges
of values for the independent angle coefficients,b1 andb2, are 0
to 1.7 and22 to 2, respectively, and the ranges for the dependent
pressure coefficients,At and As , are 20.8 to 0 and 0 to 1.4,
respectively. The scales for the nondimensional coefficients are in
the figures adjusted to these ranges. The specific calibration point
analyzed has cone angle of 25 degrees and a roll angle of 84
degrees, however similar plots can be obtained at any angle within
the measurable regime.

The algorithm creates a probe specific database using any num-
ber of calibration files, and will reduce a test point from an un-
known flowfield with all of the calibration files provided in the
database and store the predicted values from each of these. Aver-
age predicted Mach and Reynolds number are calculated and the
differences between these and the Mach and Reynolds number in
the individual calibration files are used to calculate an interpola-
tion function. This function will give the final results based on
interpolation between the predicted values from the closest files in
terms of Mach and Reynolds number. The interpolation function
is given by

wi5

)
i 51

N

dj Þ i
P

(
k51

N

)
j 51

N

dj Þk
P

(20a)

whereN is the number of files used in the interpolation,w is the
individual weights for each of theN files, dj is the Euclidean
distance between the average predicted Mach and Reynolds num-
ber and the Mach and Reynolds in each of the separate files.P is
an exponent to increase the sensitivity and enforce mostly use of
the files that are closest in terms of the Euclidean distance. The
final values are calculated by using the individual weights multi-
plied with the predicted values from each of the closestN files

f final5(
i 51

N

~wi• f i ! (20b)

where f final is any of the final estimates for the angles and pres-
sures,wi is the individual weights andf i is the predicted quanti-
ties from each of theN closest files.

Uncertainty Analysis

Overview of Uncertainty Analysis. All measured values
have errors, all instruments have errors and all calculations using
experimental data have errors. Error is defined as the difference
between the measured value and the true value. It is often neces-
sary to estimate the error to be able to determine the confidence
that the measured or predicted result is within a specified range of
the true value. The expected errors from a measurement or pre-
diction will be referred to as the uncertainty and can be estimated
in several ways. Example: A calculation,Z(X,Y), depends on two
measurements,X andY, that have associated random errors. The
maximum values of the two variables due to these uncertainties
are X max andY max, respectively. Thus, there is a possibility
that the result from the calculation will beZ(X max,Ymax), how-
ever it is very unlikely that the maximum errors of the two vari-

Fig. 13 High angle b1 and b2 coefficients versus Mach num-
ber for total pressures of 117, 220 and 414 kPa

Fig. 14 High angle b1 and b2 coefficients versus Reynolds Õm
at discrete Mach number

Fig. 15 High angle A t and A s coefficients versus Mach num-
ber for total pressures of 117, 220, and 414 kPa

Fig. 16 High angle A t and A s coefficients versus Reynolds Õm
at discrete Mach numbers
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ables will occur at the same time. A more realistic measure for the
uncertainty is the most probable error@11#. In statistical calcula-
tions the standard deviation can be a measure for the most prob-
able error or uncertainty. The standard deviation is for multiple
samples defined as

s5A1

N (
i 51

N

~xi2 x̄!2 (21)

where N is the number of samples,xi is the individual sample
estimate,x̄ is the average of all the estimates ands is the standard
deviation of the data. If the measurement errors have a near
Gaussian distribution, the probability that the measurement is
within one standard deviation value (x̄6s) is approximately 0.67
or 67 percent. This probability will in many cases be too low for
an experimenter to have any confidence in the data. By increasing
the uncertainty of the error to two times the standard deviation
( x̄62s) a probability of 95 percent is achieved. It is important to
get a reasonable estimate for the uncertainty, since it can be just as
unfortunate to overestimate the uncertainty as it is to underesti-
mate the uncertainty. An underestimation can cause false security,
while an overestimation can discard good data as being bad. For
many engineering purposes one standard deviation will describe
the uncertainty in the data and measurements that fall outside of
three standard deviations are considered unacceptable and should
be discarded. In multiple-sample theory where a large number of
data is recorded under the same conditions, the uncertainty is
reported as the mean value6 the standard deviation with given
odds or probability. However, in the case of finding the uncer-
tainty of pressure probe data, only one recording is done under a
particular set of conditions. The uncertainty of such systems can
be estimated using single-sample theory and is reported as the
uncertainty with odds only~Moffat @12#!.

Uncertainty Analysis of Local Least-Squares Algorithm.
To find the uncertainties of the local least-squares data reduction
algorithm an extensive analytical and numerical analysis was per-
formed. The procedures to find and determine the uncertainties of
the algorithm are shown in Table 1.

Attention should also be directed to the problem of bias or
systematic error, which is error that is roughly constant through-
out the sampling of the data. Such errors can be due to errors in
the reading of the reference manometer, hysteresis and tempera-
ture drift of pressure sensors and probe positioning and measure-
ment. Bias errors are ignored in this analysis because the experi-
menter should identify them and they can be accounted for. Errors
due to nonlinearity and the averaged sequential recording of pres-
sures are summed up in an uncertainty in the pressure reading.
The errors analyzed are errors due to the data reduction technique
and the interpolation routines Analysis of Error Propagation
through the Algorithm

There are two different ways to analyze the uncertainty, the
worst-case approach or the constant odds approach. The uncer-
tainty of a functionR, that depends on a number of independent
variablesxi , with associated uncertaintydxi , can be described as:

Worst case:

dR5U ]R

]x1
dx1U1U ]R

]x2
dx2U1¯1U ]R

]xn
dxnU (22a)

Constant odds:

dR5F S ]R

]x1
dx1D 2

1S ]R

]x2
dx2D 2

1¯1S ]R

]xn
dxnD 2G1/2

(22b)

The general form for constant odds uncertainty predictions was
shown by Kline and McClintock@13# to estimate the uncertainty
in R with good accuracy. The constant odds uncertainty prediction
requires that each of thexi ’s are independent variables and that
they have a Gaussian error distribution.

Each of the coefficients~R5ba , bb , bu , bf , At , and As!
were differentiated with respect to all the pressure terms (xi
5pi). Eight expressions are derived from the constant odds equa-
tion shown above~Wenger and Devenport@14#!. Perturbed values
for each of the pressure dependent coefficients are found from
~Tables 2 and 3!:

These expressions are used to create a modified version of the
local least-squares data reduction algorithm. It is assumed that the
error introduced by the pressure transducer is normally distrib-
uted. To simulate perturbed pressure values a random Gaussian
distribution of pressure perturbations is created. The data reduc-
tion algorithm uses six local calibration data points to estimate
one test point. The 7 port pressures from each of these points are
perturbed using random values from the perturbation file. Also,
for each calibration data point the four non-dimensional coeffi-
cients:b1 , b2 , At , and As are calculated. A second set of per-
turbed coefficients is calculated from the expressions derived
above~Tables 2 and 3! using random perturbation pressure values.
All the six calibration data points are perturbed in this manner,
resulting in randomly perturbed non-dimensional coefficients and
interpolation surfaces. The reduction is executed and the results
from the perturbed analysis are compared to the results from an
unperturbed analysis. The uncertainty is defined as one standard
deviation of the difference between the results obtained from the
unperturbed surface and the results from the perturbed surface
~Table 4!.

Surface Fit Evaluation. An estimation of the errors induced
from using a linear least-squares interpolation technique was per-

Table 1 Determining the uncertainties of multi-hole pressure
probe measurements

Procedures

Investigate all sources of error
A combined analytical and numerical analysis of how

uncertainties in the pressure measurements propagate
through the algorithm

Evaluation of the LLS surface fitting procedure
Evaluating uncertainty~standard deviation!

of the algorithm using data verification test files

Table 2 Low angle perturbed coefficient expressions

Expressions for low angle flow

dba(p1 ..p7 ,dp1 ..dp7 ,pstatic,dpstatic,ptotal ,dptotal)
dbb(p1 ..p7 ,dp1 ..dp7 ,pstatic,dpstatic,ptotal ,dptotal)
dAt low angle(p1 ..p7 ,dp1 ..dp7 ,pstatic,dpstatic,ptotal ,dptotal)
dAs low angle(p1 ..p7 ,dp1 ..dp7 ,pstatic,dpstatic,ptotal ,dptotal)

Table 3 High angle perturbed coefficient expressions

Expressions for high angle flow

dbu(p1 ..p7 ,dp1 ..dp7 ,pstatic,dpstatic,ptotal ,dptotal)
dbf(p1 ..p7 ,dp1 ..dp7 ,pstatic,dpstatic,ptotal ,dptotal)
dAt high angle(p1 ..p7 ,dp1 ..dp7 ,pstatic,dpstatic,ptotal ,dptotal)
dAs high angle(p1 ..p7 ,dp1 ..dp7 ,pstatic,dpstatic,ptotal ,dptotal)

Table 4 Calculated standard deviation using the analytical
constant odds approach

Data Standard deviation Units

Pitch/Cone 0.1369 @deg#
Yaw/Roll 0.1972 @deg#
Velocity 0.3212 @%#
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formed. The surface fitting procedure in many conventional data
reduction algorithms is found to be one of the greatest sources of
error. A global surface fitting procedure will complicate the struc-
ture of the surface because the probe tip surface on a small probe
usually contains irregularities that will be reflected in the mea-
sured pressures and non-dimensional coefficients. Even smaller
sector sized surfaces have these problems when trying to fit an
interpolation surface to all calibration points in that sector. A local
least-squares approach can be more accurate, because the surface
is only covering a small segment of the probe and uses few data
points. A linear local least-squares surface can create a very good
approximation to the actual data assumed that there is dense grid
of calibration data.

A procedure to validate the accuracy of the LLS routine was
performed using a known model surface. For each of the separate
sectors on a 7-hole probe a surface was created using all the
calibration data points belonging to that sector. A second-order
polynomial surface was created using surface fitting software. The
resultant error (R2) of approximating a second order surface over
all the calibration data points in each sector was reasonably good.
The second-order surface will now be regarded as a model surface
because it contains similar characteristics as would an actual cali-
bration surface. Because the polynomial expression is known for
the surface, a grid of angle coefficients is created with correspond-
ing exact values for the angles. The new grid is created to have
similar density and distribution of data points as the actual sur-
face. For the created range of test points the exact values for the
pressure coefficients and the angles are known through the four
model surface polynomials. The new test file is reduced using a

modified version of the LLS algorithm that only reads the test data
coefficients and finds the closest~by Euclidean distance! six co-
efficients in the calibration file and interpolates the value for the
test data angle. The error is calculated as the difference of the LLS
calculated angle and the exact angle calculated by the polynomial
expression for the model surface. The data reduction also selects
which calibration points to use in the data reduction such that this
method can also serve as a measure for the quality of the data
point search routine.

As described the surface fit is most probably not a smooth
second-order polynomial surface over an entire sector and the
surface might exhibit larger curvature locally. Several ‘‘worst
case’’ examples were analyzed by fitting a higher curvature sur-
face through fewer data points. However, the results from this
analysis found that the contributing errors due to the local least-
squares surface fit are negligible. Discrepancies between the fitted
surface and the model surface were on the order of 1025 degrees
for angle calculations and 1023 percent for velocity calculations.

Evaluating the LLS Algorithm Using Test Verification Files.
When calibrating multi-hole pressure probes, a common practice
is to record a separate test file using noncoinciding data points.
The pressures and the angles for the test file are recorded in the
same sequence as the calibration data file such that it can be used
as a verification of the quality of the calibration and the data
reduction algorithm. Several verification files from probes cali-
brated in laboratory conditions at NASA Langley are used to give
a measure of the uncertainties expected when reducing an actual
test data file. The following error histograms were calculated for
Probe 1 using a data verification test file. The data verification file
is recorded at Mach number 0.5 and a Reynolds number of about

Fig. 17 Exact and predicted pitch and yaw angles for test veri-
fication data

Fig. 18 Absolute pitch angle error in degrees. Mean error:
0.151, max error: 1.32, standard deviation: 0.173

Fig. 19 Absolute yaw angle error in degrees. Mean error:
0.0888, max error: 0.291, standard deviation: 0.0742

Fig. 20 Absolute velocity error in percent. Mean error: 0.116,
max error: 0.370, standard deviation: 0.0862
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11•106 m21. See also Fig. 2 for the range of calibration files~in
terms of Mach and Reynolds number! used in the data reduction.

The quality of the calibration and the data reduction is mea-
sured using the discrepancies between the angles and velocity in
the verification file and the predicted angles and velocity~Figs.
17–20!.

As seen from Tables 4 and 5 there is good correspondence
between the calculated uncertainty and the measurement errors
from the data verification files.

Conclusions
The multi-hole pressure probe is a cost effective, robust and

accurate method for determining three-dimensional velocity vec-
tor and fluid properties such as density and viscosity in any un-
known subsonic air flowfield. For steady-state measurements, 5-
and 7-hole probes are capable of resolving flow angularities up to
75 degrees and successfully predict flow conditions with high ac-
curacy.

The nondimensional angle and pressure coefficients used inter-
nally in the data reduction algorithm have a very slight depen-
dence on Mach and Reynolds number. A test point at a certain
Mach and Reynolds number can be reduced with calibration data
taken at completely different Mach and Reynolds number and still
predict the velocity vector, both magnitude and direction with
reasonable accuracy. However reducing test data with a calibra-
tion file at the same Mach and Reynolds number will yield the
most accurate predictions. Thus to obtain high prediction accuracy
throughout the entire subsonic regime, it is necessary to calibrate
the probe at a wide range of Mach and Reynolds number. By
reducing test data from any unknown subsonic flowfield with a
range of calibration files, it is possible to find the best-predicted
flow conditions by interpolation between the results from the
separate files.

An uncertainty analysis of the expected errors from 7-hole
probe measurements was performed. Three different approaches
to determine the uncertainty were utilized: Evaluation of the LLS
surface fitting procedure. A combined analytical and numerical
analysis of how uncertainties in the pressure measurements propa-
gate through the algorithm and evaluation of the uncertainty of the
algorithm using data verification files. The results from the surface
fit analysis found that the contributing errors due to the local
least-squares surface fit are negligible. Discrepancies between the
fitted surface and the model surface were on the order of 1025

degrees for angle calculations and 1023 percent for velocity cal-
culations. Both the analysis of the error propagation through the
algorithm and the uncertainty evaluation with test verification files
gave similar results. Angles can be predicted to within 0.6 degrees
and velocity can be predicted to within 1.0 percent both with 99
percent confidence.

Nomenclature

a 5 polynomial constant calculated by least-squares
method

At , As 5 nondimensional dependent pressure coefficient
b 5 nondimensional independent input coefficient

b1 5 nondimensional independent pitch or cone coeffi-
cient

b2 5 nondimensional independent yaw or roll coefficient
Cp 5 nondimensional pressure coefficient

d 5 Euclidean distance from calibration point to test
point

l 5 length
M 5 Mach number
n̂ 5 directional vector
N 5 number of calibration points used by local least-

squares approximation
p 5 pressure
q 5 pseudo dynamic pressure
R 5 universal gas constant

Re 5 Reynolds number
S 5 local least-squares residual
T 5 temperature
U 5 velocity magnitude

u, v, w 5 Cartesian velocity components
w 5 interpolation weight
x̄ 5 average predicted value
a 5 pitch angle
b 5 yaw angle
f 5 roll angle
u 5 cone angle
l 5 offset angle for port orientation
r 5 density
s 5 distance from calibration point to the least-squares

surface
m 5 viscosity, Gaussian distribution bias

Subscripts

a, b 5 pitch, yaw
u, f 5 cone, roll

C 5 calibration
compr 5 compressible

i 5 port with maximum pressure
j 5 calibration point number in calibration database
s 5 static
t 5 total

T 5 test

Superscripts

1 5 in the clockwise direction looking into the probe
2 5 in the counter-clockwise direction looking into the

probe

Abbreviations

LDV 5 Laser Doppler Velocimetry
LLS 5 Local Least-Squares
PIV 5 Particle Image Velocimetry
PCT 5 Probe Calibration Tunnel
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Investigation on Turbulent
Expansion-Corner Flow With
Shock Impingement
Experiments are performed to study the interaction of an impinging shock wave and an
expansion fan in a Mach 1.280 flow. The expansion fan neutralizes the pressure rise
induced by the impinging shock wave. The mean surface static pressure shows a linear
combination of the effect of both perturbations. Surface pressure fluctuations, which are
associated with the characteristics of the perturbed boundary layer, indicate a transi-
tional behavior. This is related to a nonlinear phenomenon arising the simultaneous
action of the impinging shock wave and the expansion fan. The level of downstream
pressure fluctuation depends on the overall inviscid interaction strength.
@DOI: 10.1115/1.1343084#

1 Introduction
There has been considerable research in compressible turbulent

boundary layers including shock wave and turbulent boundary
layer interactions~e.g., Morris et al.@1#; Zheltovodov @2#, Bur
et al.@3#; Unalmis and Dolling,@4#; Gibson et al.@5#! and Prandtl-
Meyer expansion flows~e.g., Adamson@6#, Bloy @7#, Goldfeld
@8#, Chung and Lu@9#!. However, there are few studies on the
effect of an expansion corner on a shock wave interaction with a
boundary layer~Chew @10#, Hawbolt et al.@11#; Chung and Lu
@12#; White and Ault@13#!. Another way of viewing the effects of
shocks and expansions is in terms of the rates of strain imposed on
the turbulent flow~Bradshaw@14#!. Examples of the extra rates of
strain include longitudinal curvature, bulk compression, longitu-
dinal pressure gradient and streamline divergence. Previous stud-
ies ~Smits et al.@15#, Smits and Wood@16#; Degani and Smits
@17#, Smith and Smits@18#, Neves and Moin@19#! are mainly
concerned with a single perturbation on the boundary layer, and
simultaneous influence of different extra rates of strain needs to be
further studied. Bradshaw further noted that the effect of multiple
perturbations may be not just the simple summation of the effects
of the individual perturbations.

In this investigation, experiments are conducted to study the
behavior of a supersonic turbulent boundary layer subjected to an
impinging shock wave and an expansion corner, Fig. 1. Surface
pressure measurements and limited Pitot pressure surveys are per-
formed. Although the mean surface static pressure distributions
reveal little about the flow away from the model surface, they are
footprint signatures of the flow. In addition, surface pressure fluc-
tuations are related to the volume integral over the whole turbu-
lent boundary layer, and the amplitude is coupled with the local
skin friction ~Kistler and Chen@20#!. Distributions of surface pres-
sure fluctuation can indicate regions of flow unsteadiness induced
by multiple perturbations.

2 Experiment. Experiments are performed in the ASTRC/
NCKU transonic wind tunnel. The incoming boundary layer is
developed naturally along a flat plate with an expansion corner
located 500 mm from the leading edge. Expansion corner anglea
is 5, 10, or 15 deg, while shock wave~wedge angleb51, 3, or 5
deg! impinges at the corner. In the present experiments,
expansion-corner angle is equal to or larger than the angle of
shock generator (a>b). The physical boundary condition re-

quires that the flow would be parallel to the wall downstream of
corner. Thus there would be no inviscid shock reflection under
present test conditions.

2.1 Transonic Wind Tunnel. ASTRC/NCKU transonic
wind tunnel is a blowdown type. Its operating Mach number
ranges from 0.2–1.4. A detailed description of the tunnel is given
by Chung@21#. Major components of the facility include compres-
sors, air dryers, cooling water system, storage tanks and the tun-
nel. The dew point of high-pressure air through the dryers is main-
tained at240°C under normal operation conditions. A rotary
perforated sleeve valve controls the stagnation pressure (p0). The
high-pressure air is discharged into the stilling chamber through
flow spreaders. Inside the stilling chamber, acoustic baffles,
screens and a honeycomb are used to absorb control valve noise
and to reduce the flow turbulence. The test section is 600 mm
square and 1500 mm long (1/h52.5). In the present study, the
test section is assembled with solid sidewalls, perforated top and
bottom walls. Downstream of the test section, a model support
strut is installed for sting mounted Pitot probe surveys.

2.2 Data Acquisition Systems. A NEFF 620 data acquisi-
tion system and LeCroy waveform recorders are available for the
experiments. The NEFF 620 system is used to record the test
conditions, while a host computer, Digital Equipment Corporation
~DEC! Micro VAX 3500 minicomputer, controls the setup of the
NEFF system through high-speed interfaces. For surface pressure
measurements, LeCroy model 6810 waveform recorders are used.
The sampling rate in the present study is 200 ksamples/s. All input
channels are triggered simultaneously, either externally or by us-
ing an input channel as trigger source. Signals from pressure
transducers are digitized and stored in model 6810 modules, while
a Twinhead 486 host computer with CATALYST software con-
trols the setup of model 6810 modules through a LeCroy 8901A
interface. Also, external amplifiers~Ecreon model E713! are used.
With a gain of 20, the roll-off frequency~3 dB! is about 140 kHz.

Contributed by the Fluids Engineering Division for publication in the JOURNAL
OF FLUIDS ENGINEERING. Manuscript received by the Fluids Engineering Division
August 25, 1999; revised manuscript received November 17, 2000. Associate Editor:
D. Williams. Fig. 1 Test configuration
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Each data record possesses 131,072 data points for statistical
analysis. The data are divided into 32 blocks. Mean and standard
deviation~or fluctuating! values of each block~4,096 data points!
are calculated. Variation of the blocks is estimated to be 0.43 and
0.13 percent forCp andCsp , values respectively, which are con-
sidered as the uncertainty of the experimental data. In addition, a
study of Lagnelli et al.@22# examine the available data of surface
pressure fluctuations in both incompressible and compressible
flows. It is found thatsp /q` varies with local Mach number and
wall temperature ratio. For the present test condition,sp /q` for
the flat plate case is about 1.8 percent, which is higher than that
predicted by Lagnelli et al. (sp /q`'0.6 percent). This is consid-
ered due to the background noise with the presence of perforated
walls in a transonic wind tunnel~Dods and Hanly@23#!. The rea-
sonable estimate on the true level of pressure fluctuations may be
obtained by extracting the known tunnel noise sources.

2.3 Models and Instrumentation. The test model consists
of a flat plate and an instrumentation plate. The flat plate, with a 4
deg sharp leading edge, is 150 mm wide by 450 mm long, and is
supported by a single sting mounted on the bottom of tunnel. For
surface pressure measurements, four instrumentation plates
~150-mm square! with 0, 5, 10 or 1560.1 deg expansion angle are
fabricated. The instrumentation plate and flat plate are butted
tightly together with O-ring material sealing the end faces. One
row of 19 pressure taps along the centerline of the plate is drilled
perpendicularly to the test surface from 39 mm upstream of the
corner to 69 mm downstream (25.57<x* <9.86). All pressure
taps are 6 mm apart and 2.5 mm in diameter. In addition, an
external shock generator consists of a sharp-edged plate and an
angle-of-attack adapter. The plate is tightened to the adapter to
obtain the desired shock generator angle of 1, 3, or 560.1 deg.
The shock generator assembly is mounted on the sting support of
the tunnel. Further, the position of shock generator is adjusted so
that the inviscid shock impinges at the expansion corner.

For surveying the incoming boundary layer, a Kulite pressure
transducer~Model XCS-093-25A! is installed inside the Pitot
probe at 20 mm from the tip to ensure a fast response. The flat-
tened intake is 2.0 mm wide by 0.3 mm high to minimize the
displacement effect. A one-dimensional traversing mechanism is
used to move the Pitot probe vertically to build a detailed bound-
ary layer profile. For surface pressure measurements, the same
type of Kulite pressure transducers is used. The diameter is 2.36
mm, and the pressure sensitive sensor is 0.97 mm in diameter. The
natural frequency of the pressure transducers is 200 kHz as quoted
by the manufacturer. The pressure transducers are flush-mounted
and potted using silicone rubber sealant. The resolution of the
pressure fluctuations is limited by the finite size of pressure trans-
ducer, i.e., there is high-frequency damping due to the transducer
size. According to Corcos’s criterion~Corcos@24#!, the maximum
measurable frequency~f max5Uc/2pr , where r is the radius of
pressure sensor! for the present test conditions is about 87 kHz,
assuming the convection velocityUc50.65U` . However, the
perforated screen of the Kulite pressure transducer may reduce the
frequency response~Perng@25#!.

2.4 Test Conditions. In the present experiments, the test
Mach number is 1.2860.01 for all the test cases. Stagnation pres-
sure and temperature are 19360.7 kPa and room temperature, re-
spectively. The Reynolds number based on the incoming bound-
ary layer thickness Red is 1.83105. The undisturbed boundary
layer measurements are conducted at 485 mm from the leading
edge of the flat plate~or 15 mm upstream of the expansion cor-
ner!. The incoming boundary layer thicknessd is estimated to be
7.060.2 mm, which is used as the scaling parameter for the
streamwise distance along the centerline of the instrumentation
plates. Further, the normalized velocity profile appears to be full
(n'9 for the velocity power law, Fig. 2!, and no transformed
velocity profile is presented due to the limited resolution of Pitot
pressure survey near the wall. However, the study of Miau et al.

@26# showed that the transition region under the present test con-
dition is close to the leading edge the flat plate. This indicates a
turbulent flow at measurement locations.

3 Results and Discussions

3.1 Surface Static Pressure Distributions. Surface static
pressure distributions (pw /p0) for the three impinging shock
strengths are plotted in Fig. 3. The surface pressure is normalized
by the stagnation pressure. The inviscid static pressure distribu-
tions are also shown as solid lines for comparison. For the weaker
impinging shock wave~b51 deg, Fig. 3~a!!, the agreement of
surface static pressure with inviscid static pressure distributions is
fair, particularly at higher a. The upstream influencexu*
(5xu /d) at a55 deg (xu* '1 – 2) is considerably higher than that

Fig. 2 Normalized incoming boundary layer velocity profile

Fig. 3 Mean surface pressure distributions, expansion corner
effect
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of a510 or 15 deg (xu* ,0.5). Downstream of the corner, the
flow is over-expanded. The over-expansion is more pronounced at
highera. This indicates the dominant effect of the expansion fan
for the cases of weaker shock strength. For stronger impinging
shock waves~b53 or 5 deg, Figs. 3~b! and 3~c!! the upstream
influence fora510 and 15 deg increases (xu* '1 – 2) although the
upstream influence fora55 deg is less pronounced. This implies
that the interaction region may depend on the overall interaction
strength~or inviscid pressure ratiopF, inv /p0! induced by the im-
pinging shock wave and the expansion fan. Downstream of the
corner, over-expansion of the flow is also observed for the test
cases ofb51 deg.

Further, the minimum surface static pressurepmin downstream
of the corner is summarized in Figs. 4~a! and 4~b!. Inviscid con-
ditions are also shown as short-dash lines for comparison. It can
be seen that the deviation from inviscid conditions is more sig-
nificant asb increases. The over-expansion pressure ratio ((pmin
2pF,inv)/p0) is replotted against the overall interaction strength. It
can be seen that over-expansion downstream of the corner is more
significant with larger overall interaction strength, up to eighteen
percent of the stagnation pressure. At a location further down-
stream, the surface pressure approaches equilibrium and the mu-
tual influence of the impinging shock wave and the expansion fan
is clearer. For stronger expansion cases (a515 deg), an equilib-
rium pressure is observed at about 2d0 downstream of the corner.
However, a pressure-drop induced by the expansion flow begins
to reappear further downstream for weaker expansion cases (a
55 deg), in which a lower downstream equilibrium pressure is
obtained. This lower downstream equilibrium pressure could be
due to a mixing loss associated with the interaction~Chew @10#!.

Surface static pressure data are replotted to show the relative
effect of impinging shock wave on expansion flows, whereb
50 deg represents expansion flow without shock impingement.
For a weaker expansion flow (a55 deg), Fig. 5~a!, it can be seen
that the agreement with the inviscid distribution is fair forb
51 deg but not forb53 and 5 deg. The interaction region, in-
cluding upstream and downstream influence, increases with the

shock strength. As the expansion-corner angle increases, Figs.
5~b! and 5~c!, the impinging shock wave is ‘‘neutralized’’ by the
expansion fan and the flows approach new equilibrium conditions
at a few boundary layer thicknesses downstream of the corner.
The downstream equilibrium surface pressure with respect to in-
viscid conditionsCp,F((pF2pF, inv)/q`) is shown in Fig. 6~a!.
Deficit of downstream equilibrium pressure is shown for different
expansion angles. It is noted that the flows forb55 deg may not

Fig. 4 Surface pressure at immediate downstream of corners Fig. 5 Mean surface pressure distributions, impinging shock
effect

Fig. 6 Deficit of downstream equilibrium surface pressure
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reach equilibrium conditions within the measurement region and
the data are shown only for reference. Correlation of the data
indicates that the downstream equilibrium pressure for a given
expansion-corner angle falls further below the inviscid pressure
level as the shock strength increases. This phenomenon is more
pronounced at lowera. As mentioned above, this phenomenon
might be due to a mixing loss associated with the interactions and
neutralization of the impinging shock wave with presence of the
expansion corner. Further, the pressure deficit is correlated with
the overall interaction strength, Fig. 6~b!. It can be seen that the
downstream equilibrium pressure falls further below the inviscid
pressure with increasingpF, inv /p0 . This clearly shows the mutual
influence of the impinging shock wave and the expansion fan on
the interaction.

3.2 Unsteadiness of the Interactions. Distributions of sur-
face pressure fluctuations are shown in Fig. 7. The surface pres-
sure fluctuationsp is normalized by the dynamic pressureq` .
For b51 deg~Fig. 7~a!!, the surface pressure fluctuation coeffi-
cientsCsp decrease upstream of the corner and reach a maximum
near the corner. Damping of upstream pressure fluctuations is con-
sidered to be due to modification of the approaching boundary
layer by the interactions which increase the local Mach number
near the corner. The peak pressure fluctuation is due to an inter-
mittent behavior associated with the impinging shock. Down-
stream of the corner, damping of pressure fluctuation reappears
and an increase in the pressure fluctuations at 3 – 4d0 is observed.
This indicates that the boundary layer is recovering to a new equi-
librium state. It is also observed that the level of downstream
pressure fluctuation is considerably lower than that of the incom-
ing flow. The attenuation is considered due to the favorable pres-
sure gradient induced by the expansion corner~Chung and Lu
@9#!. As the shock strength increases, Figs. 7~b! and 7~c!, the basic
characteristic shape of the surface pressure fluctuation distribution
is similar to that of weaker shock strength. However, the damping
of upstream pressure fluctuation is less pronounced. In addition,
the peak pressure fluctuationCsp,max increases in magnitude and

its location moves downstream of the corner (0.5– 1.5d0), which
is considered due to the presence of expansion corner on actual
shock impingement location and local flow field.Csp,max for all
the cases is summarized in Fig. 8. It can be seen thatCsp,max for
flat plate and 15 deg expansion corner is about the same for dif-
ferentb and increases with shock strength for the weaker expan-
sion. Particularly fora55 and 10 deg atb55 deg, the amplitude
of the peak surface pressure fluctuations is considerably higher
than that of other test cases. This higher peak pressure fluctuation
is associated with a stronger shock strength and related to the
intermittent behavior of the interaction. Moreover, it is also ob-
served that the amplitude of the downstream equilibrium pressure
fluctuation at a given shock strength decreases at largera. In other
words, the damping of the pressure fluctuations downstream of the
corner is more significant for stronger expansion flows. The
downstream equilibrium pressure fluctuationsCsp,F of all the test
cases are summarized in Fig. 9. It can be seen that the downstream
equilibrium pressure fluctuation for the flat plate flow with shock
impingement increases for higherb. However, the level of the
pressure fluctuations at a given expansion-corner angle shows
only slight variation withb. This means that the presence of the
expansion corner reduces the flow unsteadiness inherent in the
shock wave and boundary layer interaction. The data is further
correlated with overall interaction strength, Fig. 10. The basic
feature of the correlation is a roughly constant downstream equi-
librium pressure fluctuation (Csp,F'0.009) atpF, inv /p0,0.249,
a gradual increase withinpF, inv /p050.249– 0.398 and a new
equilibrium level atpF, inv /p0.0.398(Csp,F'0.011). This transi-
tional behavior indicates the dominant effect of impinging shock
wave or expansion fan on the interactions, which also implies a
nonlinear effect of the perturbations on the boundary layer at dif-
ferent overall interaction strength.

Further, examples of PDF~probability density function! are
plotted in Figs. 11. Fora55 deg andb51 deg ~Fig. 1~a!!, the

Fig. 7 Surface pressure fluctuations

Fig. 8 Peak surface pressure fluctuations

Fig. 9 Downstream surface pressure fluctuations
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PDF shows a highly skewed signal atx* 50.43 downstream of the
corner. This corresponds to the intermittent nature of the signal at
the measured location. Also atb53 deg ~Fig. 11~b!!, the skew-
ness of the signal is observed atx* 51.30. However, for the case
of b55 deg~Fig. 11~c!!, the PDFs are near Gaussian distributions
at all measured locations, which indicate the random nature of the
signals. Forb51 deg ata510 or 15 deg, the PDFs show the
similar feature of random signals. Furthermore, thea510 deg and
b53 deg case, the PDFs show mildly skewed signals at further
downstream locations. The interaction spreads over a wider re-
gion. Also, the PDFs ofb55 deg ata510 or 15 deg show inter-
mittency atx* 51.30. Based on the above observation, the PDFs
data indicates two important features of the signals. First, the
skewness of the signals is observed only for some cases, in which
pF, inv /p050.249– 0.398. As mentioned above, the downstream
equilibrium pressure fluctuation increases within this pressure
range. This transitional behavior indicates that the flow is basi-
cally dominated by either the expansion fan or the impinging
shock wave at lower and higherpF /p0 . Second, skewness is ob-

served only at certain measured locations, e.g.,x* 50.43 or 1.30.
Thus the intermittent nature of the flow is only a localized phe-
nomenon, which corresponds to the discrete peak pressure fluc-
tuations associated with impinging shock wave.

4 Conclusions
The presence of an expansion corner in a shock wave/boundary

layer interaction has a strong effect on the upstream influence,
downstream pressure and flow unsteadiness. The coupling be-
tween impinging shock wave and expansion fan on the interac-
tions depends on the overall interaction strength, in which attenu-
ation of the downstream pressure and peak surface pressure
fluctuation at a given shock strength are more pronounced at
higher expansion-corner angle.
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Nomenclature

Csp 5 fluctuating pressure coefficient,sp /q`
Cp 5 pressure coefficient, (pw2p`)/q`

Cp,F 5 pressure coefficient, (pF2pF, inv)/q`
M 5 Mach number
p 5 pressure

q` 5 dynamic pressure
Uc 5 convection velocity

x 5 distance measured along test surface, Fig. 1
x* 5 normalized streamwise distancex/d0

xu* 5 normalized upstream influence,xu /d0
a 5 expansion corner angle, Fig. 1
b 5 external wedge angle, Fig. 1
d 5 incoming boundary layer thickness

sp 5 standard deviation of pressure fluctuations
Z 5 standardized variable, (pw2pw,avg)/sp

Subscripts

F 5 downstream equilibrium condition
inv 5 invicid condition

0 5 stagnation condition
` 5 incoming condition
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Shock Wave Reflections in
Dust-Gas Suspensions
The reflection of planar shock waves from straight wedges in dust-gas suspensions is
investigated numerically. The GRP shock capturing scheme and the MacCormac scheme
are applied to solve the governing equations of the gaseous and solid phases, respec-
tively. These two schemes have a second-order accuracy both in time and space. It is
shown that the presence of the dust significantly affects the shock-wave-reflection-induced
flow field. The incident shock wave attenuates and hence unlike the shock wave reflection
phenomenon in a pure gas, the flow field in the present case is not pseudo steady. The
presence of the dust results in lower gas velocities and gas temperatures and higher gas
densities and gas pressures than in dust-free shock wave reflections with identical initial
conditions. It is also shown that the smaller is the diameter of the dust particle the larger
are the above-mentioned differences. In addition, the smaller is the diameter of the dust
particle the narrower is the width of the dust cloud behind the incident shock wave.
Larger dust velocities, dust temperatures and dust spatial densities are obtained inside
this dust cloud for smaller dust particles. The results provide a clear picture of whether
and how the presence of dust particles affects the shock-wave-reflection-induced flow
field. @DOI: 10.1115/1.1331558#

Introduction
Two of the more intensively investigated shock wave related

phenomena in the past two decades have been the reflection of
oblique shock waves and the propagation of shock wave in dust-
gas suspensions. These two subjects were summarized, respec-
tively, in Ben-Dor’s@1# book and Igra and Ben-Dor’s@2# review
that was recently updated by Ben-Dor@3#.

As shown by Ben-Dor@1# there are four major types of shock
wave reflection wave configurations in pseudo-steady flows.
They are regular reflection-RR, single-Mach reflection-SMR,
transitional-Mach reflection-TMR, and double-Mach reflection-
DMR.

Surprisingly, to the best of the authors’ knowledge, only one
study, a numerical one, by Kim and Chang@4# has been published
on the combined phenomenon of oblique shock wave reflections
in dust-gas suspensions. Unfortunately, their TVD-based numeri-
cal study was limited to only one case, a single-Mach reflection
~SMR! that resulted from the reflection of a planar incident shock
wave having a Mach numberMi52.03 over a compressive wedge
having an angleuw527 deg. They did, however, investigate this
case quite thoroughly and conducted a parametric study in which
they numerically investigated the influence of the solid particle
diameter,dp , and the loading ratio,h, on the resulted flow field.
These facts motivated us to complement their study and conduct a
comprehensive numerical investigation of this phenomenon.

Present Study

The Assumptions. It is a common practice to employ the
following assumptions in studies of shock waves in dusty laden
gases:~1! The flow field is two-dimensional and unsteady.~2! The
gaseous phase behaves as a perfect gas.~3! The solid particles,
which are identical in all their physical properties, are rigid
spherical and inert. They are uniformly distributed in the gaseous
phase.~4! The number density of the solid particles is high
enough so that the solid phase could be considered as a continu-
ous medium.~5! The solid particles do not interact with each
other. As a result, their partial pressure in the suspension is neg-
ligibly small. ~6! The volume occupied by the solid particles is

negligibly small. ~7! The heat capacity of the solid particles is
constant.~8! The dynamic viscosity, the thermal conductivity, and
the specific heat capacity at constant pressure of the gaseous phase
depend solely on its temperature.~9! Beside the momentum and
energy exchanges between the solid and the gaseous phases, the
gaseous phase is assumed to be an ideal fluid, i.e., inviscid and
thermally nonconductive.~10! The weight of the solid particles
and the buoyancy force are negligibly small compared to the drag
force acting on them.~11! The solid particles are too large to
experience a Brownian motion.~12! The temperature within the
solid particles is uniform.

In addition to the above general assumptions, the following
more specific assumptions will also be used:

1 When a dust particle hits the wedge surface it sticks to it and
does not bounce back into the flow field.

2 The incompressible drag coefficient is sufficient to calculate
the drag force applied by the gaseous phase on the solid phase.
The validity of this assumption will be discussed subsequently.

The Governing Equations. In the following, the governing
equations for the considered flow as developed based on the above
assumptions are presented.

The two-dimensional unsteady compressible governing equa-
tions for the gaseous and the solid phases expressed in a Cartesian
coordinates system, in a vector form, are

]Qi

]t
1

]Fi

]x
1

]Gi

]y
5Si (1)

where i[g and i[s indicate the gaseous and the solid phases,
respectively. HereQi is the vector of the conservation variables,
Fi andGi are the flux-vectors andSi is the source term. Equation
~1! can be rewritten as follows
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The plus~1! and the minus~2! signs in the r.h.s. of Eq.~2! are
for the gaseous and the solid phases, respectively,r i is the spatial
density,pi is the partial pressure of phase i~note that based on the
assumptionsps50 and hencepg is also the suspension pressure,
p!, ui , andv i , are thex- andy-components of the velocity of the
gaseous phase,Dx andDy are thex- andy-components of the drag

force exerted, per unit volume, by the gaseous phase on the dust
particles,q is the heat convected, per unit volume, from the gas-
eous phase to the dust particles. The total energy of the gaseous
phase is given by

eg5
pg

g21
1

1

2
rg~ug

21vg
2! (3)

Here,g5Cp /Cv is the ratio of the specific heat capacities. The
total energy of the dust phase is given by

ep5
g

g21

Cs

Cp
rpTp1

1

2
rp~up

21vp
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Here,Cs is the specific heat capacity of the dust particles andTp
is the temperature of the dust phase. Finally, the equation of state
for the gaseous phase is

p5rgRTg5~g21!rgeg (5)

whereR is the specific gas constant of the gaseous phase andTg is
the gaseous phase temperature.

In order to have a set of governing equations that can be inte-
grated, the source terms in the r.h.s. of Eq.~2! should be ex-
pressed in terms of either known parameters or the dependent
parameters. This is presented in the following.

Momentum is exchanged between the gaseous and the solid
phases by means of the drag force,D, which can be expressed in
terms of the drag coefficient,CD

UDx

Dy
U5 3

4

rgrp

rsdp
CDUug2up

vg2vp
U@~ug2up!21~vg2vp!2#1/2 (6)

The drag coefficientCD is usually expressed as a function of
the dust particle Reynolds number, Rep . In the present study, the
correlation proposed by Clift et al.@5# was adopted.

Fig. 1 Schematic illustration of the flow field to be solved and
definition of some parameters. The interface separates the
dust-free and the dusty-gas.

Fig. 2 The flow fields „A-constant flow Mach number contours, B-constant
gaseous phase density contours, and C-constant dust phase spatial density
contours … and the wave configurations of a regular reflection „RR… for different
diameters of the dust particles: „a… d pÄ1 mm, „b… d pÄ5 mm, „c… d pÄ10 mm,
and „d… dust-free

Table 1 Initial conditions for obtaining the various shock-
wave reflection configurations

Type of reflection Mi uw

Regular reflection-RR 2.03 60 deg
Single-Mach reflection-SMR* 2.03 27 deg
Transitional-Mach reflection-TMR 3.00 27 deg
Double-Mach reflection-DMR 6.00 35 deg

*Identical to Kim and Chang@4#.
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CD5U 24
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~110.15 Rep
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24

Rep
~110.15 Rep

0.687!1
0.42

~1142500 Rep
21.16!

U
for URep<800

Rep.800U (7)

It should be noted here that Igra and Ben-Dor@6,2# showed
numerically that the use of ‘‘compressible drag coefficients’’~i.e.,
drag coefficients which account for compressibility! does not re-

sult in significant changes from results obtained by the use of
‘‘incompressible drag coefficients’’ for flow Mach numbers that
are considered in this study. Had the flow Mach numbers been
higher ‘‘compressible drag coefficients’’ must have been used.
The experimental study of Kurian and Das@7# justified this ap-
proach. In that study, they compared their experimental results to
the predictions of a general attenuation law that was developed by
Olim et al. @8# using the ‘‘incompressible drag coefficient’’ given
by Eq. ~7!. The good agreement between the experimental results
and the empirical predictions clearly indicates that the use of an
‘‘incompressible drag coefficient’’ is sufficient. In addition, it

Fig. 3 The flow fields „A-constant flow Mach number contours, B-constant
gaseous phase density contours, and C-constant dust phase spatial density
contours … and the wave configurations of a single-Mach reflection „SMR… for
different diameters of the dust particles: „a… d pÄ1 mm, „b… d pÄ5 mm, „c…
d pÄ10 mm, and „d… dust-free
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should be noted that the present study is a phenomenological one,
it presents for the first time comprehensive results of the reflection
of oblique shock waves in dust-gas suspensions. Since experimen-
tal data of this phenomenon do not exist we cannot compare our
numerical results with experiments and hence the known insignifi-
cant contribution of accounting for compressibility in the drag
coefficient can justify its neglection. Consequently, in spite the
fact that the flow under consideration is compressible an ‘‘incom-
pressible drag coefficient’’ has been used.

The dust particle Reynolds number, Rep , is defined as

Rep5
rg@~ug2up!21~vg2vp!2#1/2dp

mg
(8)

Here, the dynamic viscosity of the gaseous phase,mg , is calcu-
lated using the following correlation proposed by Mazor et al.@9#

mg5mgrS Tg

Tgr
D 0.65

(9)

Fig. 4 The flow fields „A-constant flow Mach number contours, B-constant gaseous phase
density contours, and C-constant dust phase spatial density contours … and the wave configu-
rations of a transitional-Mach reflection „TMR… for different diameters of the dust particles: „a…
d pÄ1 mm, „b… d pÄ5 mm, „c… d pÄ10 mm, and „d… dust-free

Fig. 5 The flow fields „A-constant flow Mach number contours, B-constant gaseous phase
density contours, and C-constant dust phase spatial density contours … and the wave configu-
rations of a double-Mach reflection „DMR… for different diameters of the dust particles: „a… d p
Ä0.5 mm, „b… d pÄ1.0 mm, „c… d pÄ1.5 mm, and „d… dust-free
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wheremgr
is the dynamic viscosity at the reference temperature

Tgr
.

Energy is exchanged between the gaseous and the solid phases
by means of heat convection. It can be expressed in terms of the
Nusselt number Nu5hdp /mg ~h is the coefficient of heat convec-
tion!, in the following way

q5
6Nu Cpmgrp

Pr dp
2rs

~Tg2Tp! (10)

The Nusselt number here can be expressed in terms of the dust
particles Reynolds number, Rep , and the Prandtl number, Pr, in
the following way

Nu5210.459 Rep
0.55Pr0.33 (11)

The Prandtl number was considered to be constant, Pr50.71.

The Numerical Method of Solution. The Generalized Rie-
mann Problem~GRP! shock capturing scheme and the MacCor-
mac @10# scheme are applied to the equations of the gaseous and
solid phases, respectively. These two schemes have a second or-
der accuracy both in time and space.

A comprehensive description of the used GRP scheme can be
found in Falcovitz and Ben-Artzi@11#. The way in which the solid
phase~dust! is incorporated into the GRP scheme is outlined in

Wang et al.@12#. A ‘‘Mathematical’’ validation, i.e., verification
of convergence and accuracy of solutions with grid refinement,
has in fact been done by us on the GRP scheme, as well as by
other researchers on similar conservation laws schemes. A
‘‘physical’’ validation, aimed at the validity and accuracy of the
two-phase modeling, has been conducted with respect to shock
tube experiments where a planar shock wave has been driven into
a dusty gas suspension~Sommerfeld@13#!. Given the serious dif-
ficulties in setting up controlled experiments in dusty gas suspen-
sions, we have to rely on planar shock configurations as the sole
experimental validation data. As for pure gas 2-D flows a detailed
‘‘physical’’ validation can be found in Igra et al.@14#. The GRP
scheme is based on a Reimann problem solver and it is especially
suitable for handling flow discontinuities. Therefore, there is no
need to employ artificial viscosity for smoothing solutions near
discontinuities.

The Numerical Results. A schematic drawing of the flow
field under investigation is shown in Fig. 1. An incident shock
wave having a Mach numberMi is propagating from left to right
toward a compressive corner having a wedge angleuw . The dust

Fig. 6 The distributions of various suspension properties
along the reflecting wedge surface in the case of a regular re-
flection „RR… for a dust-free case and three suspensions having
dust particles with d pÄ1 mm, d pÄ5 mm, d pÄ10 mm

Fig. 7 The distributions of various suspension properties
along the reflecting wedge surface in the case of a single-Mach
reflection „SMR… for a dust-free case and three suspensions
having dust particles with d pÄ1 mm, d pÄ5 mm, d pÄ10 mm
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suspension extends downstream from the leading edge of the re-
flecting wedge. The dust-loading ratio ish, the diameter of the
dust particles isdp , their specific heat capacity isCs , and their
material density isrs .

The numerical results will be presented in the following. First,
the results which are common to all the four shock-wave reflec-
tion configurations, RR, SMR, TMR, and DMR will be presented,
then results which are specific to each of these four configurations
will be presented, and finally some results regarding the influence
of the dust on the RR↔MR transition will be given. The incident
shock wave Mach numbers and the reflecting wedge angles that
were used to obtain the four shock-configurations are summarized
in Table 1.

The loading ratio in all the above cases wash50.23. In addi-
tion, in all the calculations the specific heat capacity of the dust
particles and their material density were kept constant atCs

51.38 kJ/~kgK) and rs54000 kg/m3, respectively. These values
were chosen in order to enable us to compare our dusty-SMR
calculations with those of Kim and Chang@4#. The comparison
indicated that the flow-field predictions of our code, which was
based on the GRP method, were very similar to those of their
code, which was based on the TVD method.

The Flow Fields Associated With the Shock Wave Reflection
Configurations. Constant flow Mach number contours~A!, con-
stant gas density contours~B!, and constant dust spatial density
contours~C! are shown in Figs. 2, 3, 4, and 5 for RR, SMR, TMR,
and DMR, respectively. Each of these figures consists of four
parts. Parts~a! to ~c! show the numerical results of the entire flow
field for three different dust particle diameters~dp51, 5, and 10
mm in the RR-, SMR-, and TMR-cases anddp50.5, 1.0, and 1.5
mm in the DMR-case!. Owing to the high compressions associated
with the DMR smaller particle diameters had to be used in order
not to violate the assumptions. For comparison purposes the
above-mentioned contours for a similar dust-free case are shown
in part ~d! of Figs. 2–5.

Comparing the constant dust spatial density contours@parts C
of Figs. 2~a!–2~c! ~RR!, 3~a!–3~c! ~SMR!, 4~a!–4~c! ~TMR! and
5~a!–5~c! ~DMR!# clearly indicates that the smaller the diameter
of the dust particles the further they are carried away by the gas.
This is a direct result of the fact that their inertia is smaller and
hence their acceleration is higher. In addition, the constant gas
density contours@parts B of Figs. 2~a!–2~c! ~RR!, 3~a!–3~c!
~SMR!, 4~a!–4~c! ~TMR! and 5~a!–5~c! ~DMR!# indicate that the
interaction of the interface, separating the rear edge of the dust
cloud and the pure gas downstream of the incident shock wave,
with the reflected shock wave generates a disturbance that be-
comes stronger as the dust particle diameter decreases. It is also
evident that as the diameter of the dust particles decreases the

Fig. 8 The distributions of various suspension properties
along the reflecting wedge surface in the case of a transitional-
Mach reflection „TMR… for a dust-free case and three suspen-
sions having dust particles with d pÄ1 mm, d pÄ5 mm, d p
Ä10 mm

Fig. 9 The distributions of various suspension properties
along the reflecting wedge surface in the case of a double-
Mach reflection „DMR… for a dust-free case and a suspension
having dust particles with d pÄ1 mm
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disturbance causes the reflected shock wave to develop a reversal
of curvature@see parts B of Figs. 2~a! ~RR!, 3~a! ~SMR!, 4~a!
~TMR!, and 5~a! ~DMR!#. As a result the wave configuration of
the SMR~see Fig. 3~a!! looks similar to that of a TMR and the
wave configuration of the TMR~see Fig. 4~a!! looks similar to
that of a DMR. It is also of interest to note that in the case of a
DMR ~see part B in Fig. 5~a!! the presence of the dust causes the
lower part of the Mach stem to be pushed forward and to develop
a bulge. The bulge is more pronounced when the dust particles are
smaller. This phenomenon will be discussed in more details
subsequently.

The Distribution of the Suspension Properties Along the Re-
flecting Wedge Surface.The distributions of various suspension
properties along the reflecting wedge surface are shown in Figs. 6,
7, 8, and 9 for RR, SMR, TMR, and DMR, respectively. Each of

these figures consists of the following eight parts:~a! the gaseous
phase velocity,~b! the gaseous phase temperature,~c! the gaseous
phase density,~d! the gaseous phase pressure~recall that owing to
the assumptions this is also the suspension pressure!, ~e! the dust
particles velocity,~f! the dust particles temperature,~g! the dust
particles spatial density, and~h! the gaseous phase Mach number.
Figures 6, 7, and 8 for RR, SMR, and TMR, respectively, show
the numerical results for three different dust particle diameters
~dp51, 5, and 10mm! and Fig. 9 for DMR shows the numerical
results fordp51.0mm only. For comparison purposes the distri-
butions of the above-mentioned gas properties for a similar dust-
free case are also shown with solid lines.

The following is evident from the results shown in Figs. 6–9.

1 The smaller the diameter of the dust particles is the larger is
the attenuation of the incident shock wave.

2 The uniform flow region that exists in a dust-free RR~see the

Fig. 10 The gaseous phase density contours and the wave configurations of a single-
Mach reflection „SMR… with six different loading ratios „MiÄ1.5, uwÄ38°, d pÄ1 mm…

Fig. 11 The gaseous phase density contours and the wave configurations of a double-Mach
reflection „DMR… with seven different loading ratios „MiÄ3, uwÄ42°, d pÄ1 mm…
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plateau following the initial jump across the reflection point in
Figs. 6~a!–6~d! and 6~h!! vanishes as the diameter of the dust
particles become smaller.

3 Parts~a! of Figs. 6–9 indicate that the presence of the dust
reduces the gaseous phase velocity. This is a direct result of the
momentum transferred from the gaseous to the solid phase. It
should also be noted that while the diameter of the dust particles
has no significant effect on the gaseous phase velocities in the
RR-case, in the SMR-, TMR-, and DMR-cases the dust particle
diameter has a noticeable influence on both the gaseous phase
velocity ~parts~a! of Figs. 7–9!. The smaller the dust particle is,
the smaller is the gaseous phase velocity.

4 Parts~b! of Figs. 6–9 indicate that the presence of the dust
reduces the gaseous phase temperature. This is a direct result of
the energy transferred from the gaseous to the solid phase. It
should be also noted that the smaller the diameter of the dust
particle is, the lower is the gaseous phase temperature.

5 The above-mentioned reductions in both the gaseous phase

velocities and temperatures result in a situation in which the gas-
eous phase Mach numbers~see parts~h! of Figs. 6–9! are not
much different from those of the dust-free gas.

6 Parts~c! and~d! of Figs. 6–9 indicate that the presence of the
dust increases the gaseous phase densities and pressures. It is
clearly seen that the smaller is the diameter of the dust particles
the larger are the densities~parts~c!! and the pressures~parts~d!!,
reached by the gaseous phase.

7 Parts~e!–~g! of Figs. 6–9, in which the distribution of some
properties of the dust phase are shown, clearly indicate that the
smaller the diameter of the dust particle is, the narrower is the
dust cloud.

8 Parts~e!–~g! of Figs. 6–9 also indicate that the smaller the
diameter of the dust particle is, the larger are the velocities, the
temperatures and the spatial densities that are reached by the dust
particles.

9 It is also important to note that the dust phase spatial density
profiles in the SMR-, TMR-, and DMR-cases~parts ~g! of Figs.
7–9! resemble a double peak shape in which the minimum is
associated with the point where the slipstream reaches the reflect-
ing wedge surface.

Loading Ratio Influence on SMR and DMR.The SMR wave
configurations that result from the reflection of an incident shock
wave,Mi51.5, over a compressive wedge,uw538 deg, in dust-
gas suspensions having six different loading ratios,h50.23, 0.30,
0.35, 0.40, 0.50, and 0.65 are shown in Figs. 10~a!–10~f!, respec-
tively. The diameter of the dust particles wasdp51 mm. It is
clearly evident from these simulations that as the loading ratio
increases the reflected shock wave and the slipstream become
fuzzier until they become completely dispersed~compare Fig.
10~a! where a sharp slipstream is clearly seen with Fig. 10~f!
where a slipstream is not visible at all!. It is also seen that the
width of the dust cloud decreases as the loading ratio increases.
This implies larger dust concentrations inside the dust cloud. In
return stronger disturbances at the interaction point of the rear
edge of the dust cloud with the reflected shock wave are evident.

The DMR wave configurations that results from the reflection
of an incident shock wave,Mi53, over a wedge,uw542 deg, in
suspensions having seven different dust loading ratios,h50.10,
0.20, 0.30, 0.40, 0.50, 0.60, and 0.70 are shown in Figs. 11~a!–
11~g!, respectively. The diameter of the dust particles wasdp
51 mm. It is evident from these simulations that as the dust-
loading ratio increases the reversal of curvature of the part of the
reflected shock wave, just downstream of the second triple point
becomes more pronounced. While it is hardly seen forh50.1
~Fig. 11~a! an almost 90 deg kink is seen forh50.7 ~Fig. 11~g!.

It is also evident from Figs. 10 and 11 that the parts of the
SMR- and DMR-wave configurations that are downstream of the

Fig. 12 Blow-ups of the constant density contours „part B in
Fig. 5 … illustrating the interaction between the wall jet and the
foot of the Mach stem in the case of a double-Mach reflection
„DMR…

Fig. 13 Dependence of the RR ^MR transition wedge angle on
the dust-loading ratio for MiÄ1Õ5 and d pÄ1 mm
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dust cloud are practically unaffected by the dusty phase. For ex-
ample, the parts of the reflected shock waves that extend from the
point where they interact with the interface, which separates be-
tween the rear edge of the dust cloud and the pure gas downstream
of it, to the point where they terminate on the horizontal surface,
are practically identical. Finally, it is important to note that the
triple point trajectory angles of the SMR simulations shown in
Figs. 10~a!–10~f!, and the DMR simulations shown in Figs.
11~a!–11~g!, were found to be the same. Hence, it is concluded
that the loading ratio does not affect the Mach stem height of an
SMR and a DMR. A similar finding should be expected in the
case of a TMR, which is an intermediate reflection between an
SMR and a DMR.

The Jetting Effect. Figures 12~a!–12~c! are blow-ups of the
DMR wave configurations shown in parts B of Figs. 5~a!–5~c!,
respectively. The above-mentioned bulge development process is
clearly seen in these figures to be a result of a jetting effect,
similar to the one observed in lowg gases~e.g., Li and Ben-Dor
@15#!. In the case of the larger particles,dp51.5mm ~Fig. 12~c!
the front edge of the jet is seen to be lagging slightly behind the
Mach stem whose foot is already pushed forward. In the case of
the medium size particles,dp51 mm ~Fig. 12~b!! the front edge
of the jet has caught up with the foot of the Mach stem. In the case
of the smaller particles,dp50.5mm, ~Fig. 12~a! the bulge devel-
oped by the front edge of the jet is much more pronounced.

The RR^SMR Transition

The dependence of the RR↔SMR transition wedge angle-uw
tr

on the dust loading ratio-h for an incident shock wave withMi
51.5 propagating into a dust-gas suspension of particles having a
diameter of dp51 mm, a specific heat capacity ofCs

51.38 kJ/~kgK) and a material density ofrs54000 kg/m3, is
summarized in Fig. 13. As can be seen the transition wedge angle
decreases in a close to a linear fashion as the loading ratio
increases.

Conclusions
The four possible types of shock wave reflection configurations:

i.e., regular reflection~RR!, single-Mach reflection~SMR!,
transitional-Mach reflection~TMR! and double-Mach reflection
~DMR!, that result when planar shock waves reflect over compres-
sive straight wedges in dusty gas suspensions were investigated
numerically.

A second-order accurate, in space and time, Godunov based
scheme was used for solving the governing equations that de-
scribe the investigated flow fields. The dependence of the flow
fields on the loading ratio of the dust and the diameter of the dust
particles was investigated.

It was found that the presence of the dust caused the incident
shock wave to attenuate. The smaller the dust particle was the
larger was the attenuation. As a result unlike the reflection of

planar shock waves over straight wedges in pure gases, the reflec-
tion phenomenon in the dusty-gas case is not pseudo-steady.

The resulted flow field was found to strongly depend on the
diameter of the dust particles. Decreasing the dust particles re-
sulted in an increase in the density and pressure of the gaseous
phase and a decrease in its temperature and velocity.

A jetting effect was discovered in the case of a double-Mach
reflection for small dust particle diameters. As a result of this
jetting effect, a bulge developed on the Mach stem at its foot near
the reflecting wedge surface.

It was found that the interaction between the interface, separat-
ing the dust-free and the dusty-gas regions behind the incident
shock wave, with the reflected shock wave resulted in a clear
disturbance that became more pronounced for smaller dust par-
ticles. This disturbance manifested itself as a kink~i.e., a change
in curvature! in the reflected shock wave.

Finally, it was found that the RR↔MR transition wedge angle
decreases linearly when the loading ratio increases.
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Introduction
An extended expression for the primary turbulent shear stress

combined with an algebraic Reynolds-stress model is applied to
the computation of a two-dimensional turbulent wall jet. This
model predicts the region with negative production of turbulent
kinetic energy between the points of maximum velocity and van-
ishing shear stress, which is a characteristic feature of turbulent
wall jets. The computed results are compared with measurements
and results obtained with ak-« model and a full Reynolds-stress
closure.

The numerical simulation of turbulent wall jets is very impor-
tant because of various engineering applications. Film-cooling has
to be mentioned, as well as all principles of boundary-layer con-
trol by blowing. Other applications can be found in the paper and
aeroplane industry. Even the flow over an automotive wind shield
is a type of wall-jet flow when the demister is activated. Further-
more, the wall jet is a very important test case for turbulence
models because it is a turbulent shear flow which is influenced by
a free stream and by a wall.

Reviews on measurements of turbulent wall jets are given by
Abrahamsson@1#, Tangemann@2#, and Launder and Rodi@3#. In
this work, only two-dimensional wall jets in an external stream
are considered. The flow configuration is shown in Fig. 1. The
turbulent wall jet is characterized by the slot-widthb, the jet ve-
locity uj , and the external stream velocityue .

Many experimental investigations of turbulent wall jets have
shown that near the velocity maximum there exists a small region
where the velocity gradient and the turbulent shear stress have

opposite signs. In this region energy is transferred back from the
fluctuation velocities to the mean flow. Abrahamsson@1# has
shown that even in a fully developed three-dimensional wall jet
the leading production termP52u8v8]ū/]y becomes negative
in this region. This behavior can only be shown if a relationship
for the calculation of the turbulent shear stress is used, which does
not predict vanishing shear stress at the point of maximum veloc-
ity. Computations applying a Reynolds-stress model can show the
negative production of turbulent kinetic energy, however, with a
comparatively higher computational effort.

Fundamental Equations
In this work the following relationship for the turbulent shear

stress by Gretler and Meile@4#

2u8v85G tF S 11
L

2

]2L

]y2 D ]ū

]y
1L

]L

]y

]2ū

]y2G (1)

is combined with an algebraic eddy-viscosity model using trans-
port equations for the kinetic energyk and dissipation rate«.
Here, and in the following equations,x andy denote the coordi-
nate along and perpendicular to the wall, andū and v̄ are the
respective mean velocity components in these directions. The
model of Andreasson and Svensson@5# is obtained when the term
with the second derivative ofL in Eq. ~1! is neglected. The eddy
viscosity G t and the turbulent length scaleL are related to the
eddy viscosityn t and the Prandtl-Kolmogorov length scalel,
which are used in the standardk-« model.

The authors are aware of the fact that this new model is not
frame invariant and that this limits the applicability of the model.
However, this shear-stress expression has been successfully used
for the computation of channel flow with unequal rough walls and
rotating channel flow~Gretler and Meile,@4#! and turbulent
Couette-Poiseuille flows~Gretler and Meile@6#!. The computation
of curved flows is possible with a slightly modified shear-stress
expression~Gretler and Baltl,@7#, Baltl @8#!.

Wall jets in an external stream have a dominant flow direction
and therefore it is sufficient to solve the Reynolds averaged mo-
mentum equations in their partially parabolic form.
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These equations have the advantage that a very fast and stable
forward-marching solution procedure can be used for the compu-
tations.

The k- and «-equations are used in a low-Reynolds-number
version proposed by Shih and Lumley@9#.

ū
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The high-Reynolds-number model is obtained when all the damp-
ing functions f 1 , f 2 , f m are set to unity and the extra term
nn t(]

2ū/]y2)2 is neglected.
Equation~1! is used for the computation of the turbulent shear

stress. The description of the algebraic Reynolds-stress model,
which has been used for the calculation of the turbulent normal
stresses, can be found in Ljuboja and Rodi@10#. A complete de-
scription of the boundary conditions and the numerical solution
procedure can be found in Tangemann@2#. All model constants
are summarized in Table 1. The length scaleL must be related to
a length scale determined within the turbulence model. From the
equation for the kinetic energy of turbulence with the simplifica-
tions valid in the inertial sublayer, we can obtain the following
well-known relation between the mixing lengthl m and the
Prandtl-Kolmogorov length scalel

l m5cm
21/4l (10)

wherecm denotes a model constant. Introducing the usual model
assumptions for the dissipation« together with

L5 l m5ky (11)

leads to the following relation for the unknown length scaleL

L5cm
3/4

k3/2

«
(12)

If von Kármán’s similarity hypothesis

L5kUS ]ū

]yD Y S ]2ū

]y2D U (13)

is applied in a small region near the maximum velocity, it follows
thatL}uy2ymu is a suitable approximation, whereym denotes the
location of the velocity maximum. This can be verified by differ-
entiating~13! with respect toy. In the resulting formula, the term
containing the first derivative of the mean velocity can be ne-
glected, which leads to]L/]y'k.

The eddy viscosityG t can be obtained if one compares the
expanded and the standard shear-stress expression in the region of
the wall jet near the point of maximum velocity, where a negative
shear stress and a positive mean velocity gradient may cause the
negative production of turbulent kinetic energy. Applying the
above-mentioned expressions forL and]L/]y it follows that
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Here, the constantsm can be interpreted as a turbulent Prandtl
number for momentum transport. Furthermore, it should be noted
here that in order to reproduce the logarithmic law with Eq.~1!,
the value ofsm should be (12k2) in the constant-stress layer.
However, the higher valuesm511k2 yields significantly better
results in this region, compared with the experiments. So, for
applications using the logarithmic law as a boundary condition,
the use of two different values ofsm can be proposed. However,
when using a low-Reynolds-number model, this possible subdivi-
sion into an inner region and an outer region with different values
of sm seems not to be necessary.

In the following transport equation, Diff(u8v8) denotes the dif-
fusion of the turbulent shear stress andf is a dimensionless wall
function. A description of all included terms can be found in
Ljuboja and Rodi@10#.
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For a fully developed flow, the convection terms in Eq.~16! can
be neglected. Under the assumption of local equilibrium near the
wall, the wall functionf must reach unity. Then a comparison with
Eq. ~1! yields ~G tL/2]2L/]y2]ū/]y vanishes under these assump-

Fig. 1 Two-dimensional wall jet in an external stream

Table 1 Model constants

k-« ARS

eddy-viscosity concept cm 0.09 0.09
sm ¯ 1.18
k ¯ 0.43

k-equation sk 1.0 1.0
«-equation s« 1.3 1.3

c«1 1.44 1.44
c«2 1.92 1.92

pressure-strain term c1 ¯ 1.8
c18 ¯ 0.6
c2 ¯ 0.6
c28 ¯ 0.3

near-wall turbulence model a1 21.5 1024 21.5 1024

a3 210.0 1029 210.0 1029

a5 25.0 10210 25.0 10210
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tions!

(17)

The term with the mean velocity gradient represents the standard
eddy-viscosity formulation. The second term can be interpreted as
the modelling of the diffusion of the turbulent shear stress. There-
fore, the authors are of the opinion that the shear stress is treated
more realistically than in the standardk-« model.

Comparison With Experiments
In order to show the performance of the turbulence model given

in the preceding section, calculations for several test cases have
been carried out. The results are compared with measurements
and computations with the standardk-« model and a full
Reynolds-stress closure using the commercial code ‘‘FIRE’’@11#.
The Reynolds-stress model of this code is based on a concept by
Speziale et al.@12#.

The development of the mean velocityū for different slot dis-
tancesx/b for the wall jet of Zhou and Wygnanski@13# is shown
in Fig. 2. For increasing distances from the slot the velocity maxi-

mum decreases and its location moves farther away from the wall.
The two vertical lines indicate the points of maximum velocity
and vanishing shear stress; the latter is always located nearer to
the wall. In between these two locations, which have been ob-
tained with computations with the expanded shear-stress formula-
tion, there is the region with the negative production of turbulent
kinetic energy. The extent of this region is growing with increas-
ing distances from the slot. Only the results of the present turbu-
lence model are shown because with all three turbulence models
very similar velocity predictions are obtained.

The locationyt of vanishing shear stress for the wall jet of
Kruka and Eskinazi@14# is shown in Fig. 3. The computation with
the expanded shear-stress formulation gives better results than the
other two turbulence models. The standardk-« model and the
Reynolds-stress closure tend to predict zero shear stress too far
away from the wall.

Figure 4 displays the productionP over the dissipation« of
turbulent kinetic energyk for the wall jet of Kacker and Whitelaw
@15#. Only the points of vanishing shear stress and maximum ve-
locity can be compared with available measurements. The two
vertical lines indicate the locations of zero shear stress and maxi-
mum velocity as obtained with the present turbulence model and
from the measurements, respectively. The extent of the region
with negative production of turbulent kinetic energy shows very
good agreement with the experiments. The standardk2« model
cannot show this behavior. The result obtained with the Reynolds-
stress model exhibits a region with negative production of turbu-
lent kinetic energy; however, at incomparably higher cost and less
accuracy.

Fig. 2 Velocity profiles ū for the wall jet of Zhou and Wygnan-
ski †13‡ „s measurements, present model ….

Fig. 3 Location y t of vanishing shear stress for the wall jet of
Kruka and Eskinazi †14‡ „s measurements, present model,
" " " RMS†12‡, –""– standard k -« model ….

Fig. 4 Production P over the dissipation « of turbulent kinetic
energy for the turbulent wall jet of Kacker and Whitelaw †15‡ „s
measurements, present model, " " " RMS †12‡, –""–
standard k -« model ….
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Conclusions

A combined algebraic stress model is proposed in order to im-
prove the predictions obtained with two-equation turbulence mod-
els. This model, the standardk-« model and a full Reynolds-stress
model, has been used for the numerical analysis of two-
dimensional wall jets in an external stream. The following con-
clusions can be drawn.

1 The results obtained with the combined ARS model and the
second moment closure show better agreement with the measure-
ments than those obtained with the standardk-« model. Compu-
tations with the Reynolds-stress model are more costly in comput-
ing time than those with thek-« models.

2 With the combined ARS model and the Reynolds-stress
model it is possible to show the existence of a region with nega-
tive production of turbulent kinetic energyk. Better results con-
cerning the extent of this region are obtained with the combined
ARS model than with the Reynolds-stress model of Speziale
et al., @12#. Linear and nonlineark-« models cannot show this
physical property.

3 The term with the second derivative of the mean velocityū
in the extended shear-stress expression can be interpreted as the
modelling of the diffusion term. This results in a more realistic

modelling of the turbulent shear stressu8v8 in the present model
and in better results in comparison with thek-« model. However,
from an engineering viewpoint thek-« model shows good perfor-
mance when the region of negative production of turbulent kinetic
energy is small.
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Laminar flow in a channel with internal tubes occurs in
shell and tube heat exchangers, dialysis machines, and the cooling
of nuclear reactor rods~e.g., Johannsen@1#!. Existing solutions
for the flow in ducts with cores have been tabulated in handbooks
by Shah and London@2# and Blevins@3#. The methods used in-
clude conformal mapping, boundary collocation, and numerical
integration.

The present Note considers the flow in a channel containing a
periodic series of longitudinal circular tubes. We are particularly
interested in the flow decrease caused by the tubes, and the sin-
gular behavior as the tube radii shrink to zero.

Figure 1~a! shows the cross section. The height of the channel
is 2H, the tubes are of radiusbH, centrally placed with a period of
2lH. For this geometry, conformal mapping is almost impos-
sible, and numerical integration would have serious difficulties
when b is small. We shall use domain decomposition and collo-
cation to solve the problem.

Normalize all lengths byH and the longitudinal velocity by
~pressure gradient! H2/~viscosity!. The governing equation for the
velocity is

¹2w521 (1)

Figure 1~b! shows two different domain decompositions, depend-
ing whetherl is greater or smaller than unity. Region II is square
with a circular cylinder at the center, Region I is rectangular
which complements Region II. The two regions are in series for
l.1 and is parallel forl,1. The separate coordinate systems for
each region are shown.

First consider thel.1 case. The solution to Eq.~1! satisfying
the symmetry conditions and zero on the top and bottom plates is

wI~x,y!5~12y2!/21(
1

N

An cos~any!~ean~x2c!1e2an~x1c!!

(2)

where we have truncated the infinite series toN terms,An are
coefficients to be determined andan5(n21/2)p. The solution
for Region II satisfying Eq.~1! and zero on the cylinder is

wII ~r ,u!5~b22r 2!/41B0 ln~r /b!

1 (
1

2N21

Bn cos~2nu!~r 2n2b4nr 22n! (3)

whereB0 ,Bn are unknown coefficients. Now choose 2N points
on 1/4 of the square boundary to be matched. Letu j
5( j 20.5)p/4N, j 51 to 2N. We need no-slip on the top, and
continuity on the sides, i.e.,
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wII ~cscu j ,u j !50, j 5N11 to 2N (4)

wII ~secu j ,u j !5wI~2c,tanu j !, j 51 to N (5)

F S cosu
]

]r
2

sinu

r

]

]u DwII G~secu j ,u j !

5F ]

]x
wI G~2c,tanu j !, j 51 to N (6)

wherec5u12lu. Equations~4!–~6! represent a set of 3N linear
equations which can be solved for the 3N coefficients. In general,
N510 assures a three-digit accuracy.

Let F be the flow rate per period, normalized by~pressure gra-
dient! H2/~viscosity!. Then

F54~ I 11I 21I 3! (7)

where

I 15E
0

1E
2c

0

wIdxdy5
c

3
1(

1

N

An

~21!n11

an
2 ~12e22anc! (8)

I 25E
0

p/4

@J~secu,u!2J~b,u!#du (9)

I 35E
p/4

p/2

@J~cscu,u!2J~b,u!#du (10)

and

J~r ,u![
r 2

8 S b22
r 2

2 D1B0F r 2

2
lnS r

bD2
r 2

4 G
1B1S r 4

4
2b4 ln r D cos~2u!

1 (
2

2N21

BnS r 2n12

2n12
2b4n

r 22n12

22n12D cos~2nu! (11)

For thel,1 case we supplant Eq.~2! by

wI~x,y!5
c22y2

2
1C0~c2y!

1(
1

N21

Cn cos~gnx!~egn~y22c!2e2gny! (12)

wheregn5np/l while the form ofwII andu j remain the same.
The boundary conditions are

F S cosu
]

]r
2

sinu

r

]

]u DwII G~l secu j ,u j !50 j 51 to N

(13)

wII ~l cscu j ,u j !5wI~l cotu j ,0!, j 5N11 to 2N (14)

F S sinu
]

]r
1

cosu

r

]

]u DwII G~l cscu j ,u j !

5F ]

]y
wII G~l cotu j ,0!, j 5N11 to 2N (15)

After obtaining the 3N coefficients, the flow per period is

F54~K11K21K3! (16)

where

K15E
0

cE
0

l

wIdxdy5lc2S c

3
2

C0

2 D (17)

K25E
0

p/4

@J~l secu,u!2J~b,u!#du (18)

K35E
p/4

p/2

@~J~l cscu,u!2J~b,u!#du (19)

Figure 2~a! shows the constant velocity lines for a large period.
The maximum velocity is on the symmetry axis of the channel.
Figure 2~b! shows the location of the maximum velocity is shifted
to the sides when the period is small. Of interest is the large effect
on the flow even for very small cylinder radii such asb50.01
~Fig. 2~c!!.

Fig. 1 „a… Cross section of the channel flow „b… domain decompositions
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Instead of flow per periodF, the flow per widthQ may be
useful, related byQ5F/2l. Figure 3 showsQ as a function of
half period l for various constant cylinder radiusb. For b
50 ~lÞ0!, Q52/3 which is the Poiseuille flow rate without the
cylinders. If l5b the cylinders are touching, indicated by the
open circles. Whenl5b50 the cylinders form a bisecting thin
plate and the flow is 1/6. In general flow increases asl is in-
creased, and is asymptotic toQ52/3.

Let S be the decrease in flow due to a single cylinder. Then

S5
4

3
l2F, l@1 (20)

where the first term on the right-hand side of Eq.~20! is the
Poiseuille flow in one period. Our computation showsS ap-
proaches a limit whenl>5, which is equivalent to the case of a
single cylinder. Figure 4 showsS increases withb, but the in-
crease is singular whenb'0, indicating the relatively large effect
on the flow rate for small cylinders. We shall investigate this
situation further.

The exact solution for the flow in an annulus with outer radius
1 and inner radiusb is

F5
p

8 F11
~12b2!2

ln b
2b4G (21)

where the effect of the inner cylinder is of order (2 ln b)21 as
b→0. Let h5(2 ln b)21!1. For our case we plottedS/h against
h for b51022 to b510215 in Fig. 5. It is seen that the curve is
almost linear. This suggests an expansion

S5c1h1c2h21 . . . (22)

A linear extrapolation on Fig. 5 yieldsc151.57 and
c2520.37. Thus a semi-empirical formula for smallb is

S5
1.57

~2 ln b!
2

0.37

~2 ln b!2 1O~~2 ln b!23! (23)

This approximation is accurate forb<0.1 as seen from Fig. 4.
The single cylinder formula can also be used for sparsely spaced
periodic cylinders by the relation

Q52/32S/2l (24)

Figure 3 shows such an approximation is valid for smallb or large
l values.

Our method of domain decomposition and collocation worked
well. The convergence of the collocation method can be proven
for circular boundaries, and our square boundary is the rectangle-
closest to the circle. Numerical integration can also be used, how-
ever serious scaling difficulties would be encountered whenb is as
small as 1022, not to say the 10215 used in this paper. The nec-
essary double numerical integrations for the flow rate would fur-
ther compromise the accuracy.

Our Fig. 3 for multiple cylinders and Fig. 4 for the single cyl-
inder would be useful in the design of channel flow with internal
tubes.

Fig. 2 „a… Constant velocity lines lÄ1.2, bÄ0.5, „b… lÄ0.6, b
Ä0.5, „c… lÄ1, bÄ0.01
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Fig. 3 Flow per width Q versus half period l. Dashed lines are from Eq. „24…. Circles
are touching cases.

Fig. 4 Decreased flow S due to a single cylinder. Dashed line
is from Eq. „23….

Fig. 5 Extrapolation for small b. Circles from right: bÄ10À2,
10À3, 10À4, 10À5, 10À7, 10À9, 10À11, 10À15.
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